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Abstract:

Situationally determined limitations in users’ “resources” (e.g.,
time and working memory) constitute an increasingly important
challenge to adaptive interfaces—one which does not yield easily
to straightforward solutions. This article gives an overview of a re-
search program that emphasizes empirically based understanding
of this problem and the use of an explicit model of the relevant
causal relationships. After introducing the challenge and compar-
ing several possible approaches to it, we summarize related work
on adaptive systems and the empirical research that forms the basis
of the READY prototype. The structure and workings of this proto-
type are discussed and illustrated with examples. We conclude by
summarizing how the results obtained so far can form the basis for
practically applied systems.
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1 Introduction

1.1 Situational Factors as a Challenge for Intelligent
User Interface Design

The guest editors of the special issue of this journal de-
voted to 1U198 called attention to the increasing importance
of the context of computing as an issue in human-computer
interaction: “As users carry computers, in various forms,
around with them the context of their computing is varied
and varying” ([17], p. 1).

Their comments referred to research ([5]) that concerned
the user’s software context—i.e., the other programs that the
user is working with at the same time as a given target sys-
tem. An even more salient aspect of context is what’s going
on in the world around the user. Figure 1 illustrates the type
of interaction that is becoming more and more typical of the
way in which users deal with computing devices. For some
time now, computer users have been able gather the infor-
mation they need to plan and prepare trips in the relatively
tranquil setting of their home or office. Nowadays they can
increasingly do so during the trip itself. The two users in
Figure 1 have just flown into an airport and are using their
PDA s to look for the next train connection that will get them
from the airport train station to their next destination. The
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Fig. 1. Examples of interaction in which differing resource limitations call
for different system behavior.

effects of context on the second user are especially clear:
Since the next train will be leaving in a few minutes, he has
minimal time to study the information presented by the sys-
tem. Moreover, he will not be able to concentrate fully on
this information while navigating within the airport to the
station.

The user depicted at the top of the figure has more time
until his train leaves, so he is not subject to much time pres-
sure or distraction from concurrent activity. But even he
has to deal with a situational distraction—the loudspeaker
announcements—which can interfere with his processing of
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the information presented by the system.

It is sometimes useful to view situational factors as cre-
ating temporary limitations on the resources that the user
can make use of while interacting with a system. In our re-
search, we focus on the resources of (a) time and (b) work-
ing memory—i.e., the temporary storage of factual and con-
trol information that is required for the performance of one’s
current task(s).

1.2 How Complex Does a Solution Have to Be?

Even if we grant that situationally determined resource
limitations need to be taken into account in the design of in-
teractive systems, it is not obvious that intelligent, adaptive
user interfaces are needed for this purpose. And even within
the community of researchers on intelligent user interfaces,
there is a growing consensus ([29]) that it’s best to try to get
by with as little intelligence as possible: Start with the sim-
plest solution possible and see how far it gets you; improve
it incrementally by dealing with the problems that it fails to
solve. Accordingly, we should start by considering several
general approaches to the problem of situational resource
limitations, starting with the simplest one.

1. When designing, just assume minimal user resources

Designers often know in advance that the application (or
device) that they are designing will typically be used in sit-
uations where the user’s resources will be limited. Accord-
ingly, many fixed aspects of the design—such its degree of
complexity—take these limitations into account. But even
for a particular application on a particular device, there can
be a good deal of variability in the users’ resources, as Fig-
ure 1 illustrates. System behavior that is optimal for one
case may be inappropriate for others. For example, the first
user in Figure 1 would probably not be satisfied with the
minimal information given to the second user; on the other
hand, he would have more difficulty than the second user in
dealing with speech output.

2. Allow users to specify appropriate system behavior

A somewhat more ambitious approach would involve
adaptability: Given that the users know what situation they
are in, why not let them specify the type of system behavior
that’s most appropriate, as is done in Figure 2? Although
this approach has been applied successfully in many con-
texts, it suffers from limitations that are especially serious
in the present context:

1. The user has to know that such options are available and
remember to specify them at the appropriate time.
Achieving this goal may be fairly easy if the user is fa-
miliar with the system. For novice or infrequent users,
the system would have to advertise the options more or
less obtrusively, using up some of the resources it was
trying to save.

2. Making the appropriate choices places demands on user
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Fig. 2. Dialog box through which users could specify system behavior
appropriate to their current resource limitations.
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Fig. 3. Dialog box through which users could characterize their own re-
source limitations.

resources.

Aside from the time physically required to make the nec-
essary selections, the user may need some thought to fig-
ure out what type of system behavior is best for his or her
current situation. Moreover, as we will see below, the im-
plications of situational resource limitations for appropri-
ate system behavior are often quite subtle. So no matter
how many resources might be devoted to the task, the
user may not make appropriate choices.

3. Have users characterize their own resource limitations

Maybe users can at least give some indication of their mo-
mentary resource limitations, leaving it to the system to de-
cide how to adapt to them, as in Figure 3. This approach
shares the first limitation listed for the previous approach.
Moreover, even if successful, this approach handles only
half of the problem, that of recognizing resource limitations;
the problem of adapting to them remains.



4. Have the system adapt to aspects of the user’s behavior
according to straightforward principles

It is actually very easy to design a system that adapts no-
ticeably to a user’s resource limitations. Consider, for ex-
ample, the following two rules, which refer to a user ¢ and
asystem §:

1. “If utalks fast
then s should synthesize fast speech”

2. “If w asks for clarification of §’s output
then s should simplify subsequent outputs”

Rules like this have a certain plausibility, and their use
would make it unnecessary for the system to reason about
unobservable variables such as the user’s subjective time
pressure or mental load. But on closer inspection it becomes
questionable whether they would lead to the desired results.
For example, Rule 1 presupposes (a) that fast talking by «
indicates that @ is in a hurry and (b) that if 2 is in a hurry
u will be helped if $’s speech output is relatively fast. In
reality, of course, there are various reasons why someone
may speak unusually fast; and fast speech output may end
up wasting «’s time rather than saving it (for example, if
 is unable to process the rapid speech correctly). In short,
there is a complex web of causal relationships that deter-
mine ’s observable behavior and the consequences of §’s
behavior for «. So even if some simple strategies like these
could be useful, it is not easy to determine which ones these
are.

1.3 The Approach Taken Here

This article summarizes an approach to this problem that
emphasizes empirically based understanding and explicit
modeling.

In the next section, we summarize research on adaptive
systems that has some bearing on this problem. We then
summarize the four types of empirical research that we have
been conducting with the aim of understanding the rele-
vant causal relationships. We then motivate and present a
decision-theoretic framework for representing and reason-
ing about these relationships. The prototype dialog system
READY shows concretely how this framework can be real-
ized and the type of adaptation that can be achieved.

2 Relevant Previous Work on Adaptive Systems
2.1 Time Limitations

An especially explicit type of adaptation to situational
time constraints is exhibited by the text generation system
PAULINE (see, e.g., [10]), which also takes into account a
number of other rhetorical goals. The approach exemplified
by READY builds on PAULINE’s approach in two ways: (a)
Instead of simplifying its own processing when time limita-
tions are perceived, READY focuses on predicting and con-
trolling the processing time of the user—which seems likely

to become a more important factor in the long term. (b)
Instead of employing heuristic rules to adapt to time con-
straints, it uses explicit causal models of the relationships
among the relevant variables.

A method for explicitly anticipating the user’s processing
of a presentation in a time-critical situation was presented
in [8] (see also [7]). This decision-theoretic approach takes
into account, for example, the facts that (a) presenting addi-
tional information to an equipment operator in an emergency
may lead to a better decision by the operator, but (b) the util-
ity of that decision may be lower because of the additional
time required for the system to transmit and the operator
to process the additional information. This work illustrates
how a decision-theoretic framework supports the formaliza-
tion of the tradeoffs that have to be dealt with when scarce
resources have to be allocated.

The problem of how a system can recognize the time con-
straints of a user in the first place has not to our knowledge
been addressed yet.

2.2 Working Memory Limitations

Several adaptive systems have modeled aspects of the
user’s cognition that are closely related to working memory
(WM). For example, the tutoring system of [19] includes
a method for computing the cognitive load imposed on the
student by a specific type of task, as well as procedures for
imposing the optimal level of load in each individual case.
One of the user models employed in the LUMIERE proto-
type, (see [9]) included an unobservable hypothesis UsER Dis-
TRACTED as well as assumptions about its relationship to the
difficulty of «/’s current task and to 7/’s observable behavior.

These systems deal with links between WM-related vari-
ables and specific other variables. The examples suggest that
it would be worthwhile to develop a more general conceptu-
alization that can be applied in a wider variety of situations.

3 Empirical Foundations

When thinking about empirical research related to intelli-
gent user interfaces, people tend to think first of evaluations
of a system’s effectiveness. And indeed, the ultimate goal
is to produce demonstrably effective systems. But as was
argued in Section 1.2, we need a good deal of new insight
in order to be able in the present context to create a proto-
type that is worth evaluating in the first place. The empirical
evaluation of a system that was not already based on empiri-
cal research would be a time-consuming exercise that would
most likely reveal that the system was not particularly effec-
tive, without helping us to understand why not.

Although global system evaluation is planned for a later
stage of research on READY, up to now we have been build-
ing up an empirical basis in four other ways.



Caller: <groan>
Fireman: Fire department.

Caller: Yes, this is Frau Schmidt. Schopenhauer Street 10. My
water heater is on fire. Just this morning this repairman was
here <!loud breathing>. Now the thing’s on fire. <!loud
breathing>.

Fireman: Schopenhauer Street 10?

Caller: Schopenhauer Street 10.

Fireman: In what part of town?

Caller: Pardon?

Fireman: In what part of town?

Caller: Well, that's here in Saarbriicken <pause>, in Sankt Johann,
near the LVA.

Fireman: What floor?
Caller: <incomprehensible>
Fireman: So what floor is that?
Caller: Uh, the first. <groan>
Fireman: Close, close, ... <pause>
Caller: <softly:> Oh hurry! <loud breathing>
Fireman: Yeah, close the door, we're coming right away, OK?
Caller: Yes, that's OK.
Fireman: Yes, bye.

Fig. 4. Translated transcript of an emergency call to a fire department.

3.1 Knowledge Elicitation from Persons with Relevant
Experience

In connection with spoken dialog as a communication
medium, there exist people who have some expertise in rec-
ognizing and adapting to other people’s time and WM con-
straints: those who regularly handle emergency telephone
calls. The insights provided by such persons can usefully
complement those obtained by other means, especially when
they concern variables and relationships that are hard to cap-
ture objectively.

For example, ten firemen from the Saarbriicken Fire De-
partment served as subjects in a study ([30]) that made use
of the method of retrospective thinking aloud (see, e.g., [6]).
Each subject listened to three previously recorded phone
calls from persons reporting fires. The tape was stopped at
predetermined points. At each such point, the subject was
asked to answer spontaneously a question about the caller
that presumably corresponded to a type of assessment that
firemen make while handling such calls (e.g., “How quickly
will she be able to provide the information that she was just
asked for?”). The subject was then asked to verbalize the
thoughts that occurred to him while answering the question.

An analysis of the answers yielded a picture of the
(largely shared) causal relationships that the subjects implic-
itly perceived. Some of these relationships were consistent
with general results from previous experimental research
(cf. Section 3.3 below), while others were fairly domain-
specific (e.g., the link between audible breathing and agita-
tion, which in turn is seen as a cause of “lack of concentra-
tion™).

In addition to specific qualitative causal relationships, the
analysis yielded the following general conclusions:

1. Firemen handling emergency calls perceive varying de-
grees of “concentration” in the callers, and they believe that

Fig. 5. lllustration of READYs initial example scenario, showing the sim-
ilarity of READY s role to that of an auto repairman who offers advice by
phone.

these variations should be adapted to. For example, several
subjects noted that it would have been pointless to give the
caller in Figure 4 further instructions after dispatching the
fire engine, since the agitated caller would probably have
had difficulty remembering and executing them anyway.

2. Most of the subjects’ formulations included expres-
sions of uncertainty and vagueness (e.g., “...seems to be
pretty distracted ...”). The firemen seem to recognize im-
plicitly that the relevant causal relationships are probabilistic
in nature and do not permit reliable, precise assessments or
predictions.

3. An important source of error is a failure to assess ac-
curately the demands that a specific dialog contribution will
place on the listener. For example, most of the subjects were
initially surprised at the difficulty that the caller in Figure 4
had in stating “what part of town” her street was in (though
they were able to offer post hoc explanations of the difficulty
of this question).

This last result illustrates that, even where there is con-
verging evidence that yields a fairly clear assessment of u’s
resource limitations, this assessment is only one step toward
successful adaptation. Methods for accurately predicting the
resource demands of particular system behaviors are equally
important.

3.2 Qualitative and Quantitative Analysis of Data from
Real Interactions

It is often useful to have detailed, objective—and where
possible quantitative—data on what goes on in the sort of in-
teraction that one is interested in. For this purpose, knowl-
edge elicitation can be usefully supplemented by the ana-
lysis of detailed records of real interactions.

We conducted a study of this sort in the context of the first
example scenario of the READY prototype, which is illus-
trated in Figure 5: Users are drivers whose cars need minor
repairs; they request assistance from the system in natural



language via mobile phone.

In our field study, this scenario was realistically realized
with the help of a professional auto repairman and 9 naive
subjects, who dealt with intentionally created auto repair
problems. The transliterated dialogs confirmed that in this
scenario drivers sometimes show signs of WM overload (for
example when trying to perform an unfamiliar task with the
car while talking to the repairman on the mobile phone).
In this study, time pressure was manipulated with differing
deadlines and monetary rewards.

The speech of the subjects and the mechanic was analyzed
in detail (see [3], [4]). The analysis showed, for example,
which features of speech occurred frequently enough—and
with enough variability—to be potentially useful as symp-
toms of resource limitations.

On a more qualitative level, the input that we give to
READY when testing the system—and the dialog contribu-
tions that it is designed to be able to produce—are modeled
closely on the transliterations of these dialogs. In this way
we hope to ensure that READY provides realistic solutions
to realistic problems, in spite of its status as a research pro-
totype.

3.3 Synthesis of Results from Previous Laboratory
Research

Even the most detailed observational data usually tell us
little about causal relationships—especially when these in-
volve variables, such as time pressure and cognitive load,
that are difficult or impossible to observe. Hence the impor-
tance of experiments in which variables are systematically
manipulated. A lot of relevant results can be found in the
published experimental literature from various fields, even
though the experiments were in almost all cases conducted
for different purposes.

Consider, for example, Oviatt’s research on the prospects
and problems of spoken language as a medium for human-
computer communication (see, e.g., [22]). From our per-
spective, it yields quantitative data about some causes of
high WM load in users (i.e., the need to supply lengthy
and/or unstructured speech input) as well as some observ-
able consequences of high WM load (i.e., filled pauses, self-
corrections).

Other results relevant to speech—which so far has been
the interaction medium of the READY prototype—come
largely from psycholinguistic experiments. For example,
RoRnagel ([24]) created high WM load in one group of
speakers by forcing them to retrieve a large amount of infor-
mation from long-term memory while speaking; observable
consequences included a large proportion of pauses and a di-
minished quality of the content of the utterances produced.

Experimental results concerning the consequences of
time limitations for speech production are less numerous
and less conclusive. For example, some studies have shown

that speakers under time pressure sometimes speak faster
and make more self-corrections ([20]) and produce less task-
unrelated information ([25]); but these results applied only
under certain conditions.

Our distillation and (partly quantitative) integration of rel-
evant results of previous empirical research ([3], [4], [12])
has proven useful as a foundation for the development of the
READY prototype, even though a good deal of extrapolation
is in general required to bridge the gap between the original
experimental situations and the system’s actual application
scenarios. In particular, [4] illustrates how analyses of this
type can be combined with analyses of observational data
for the derivation of qualitative and quantitative constraints
on implemented models of users’ resource limitations.

3.4 New Laboratory Research

The utility of previous laboratory research for the design
of a particular type of intelligent system is typically limited
in two ways:

1. Some important causal relationships have received little
or no attention, since they were not of interest to previous
researchers.

2. The quantitative results are typically not reported with
the degree of detail that one would like to have when im-
plementing a model that is capable of making inferences
about specific cases.

New experimental studies can be designed to fill at least
some of these gaps. For example, in a recent experiment we
compared the effectiveness of two ways of providing a se-
guence of verbal instructions (“stepwise” vs. “bundled”) as a
function of (a) the length of the sequence and (b) whether or
not the user had to perform a secondary task while following
the instructions.®  To supplement the traditional statistical
analyses of the data of this experiment, we are currently ap-
plying techniques for the learning of Bayesian networks to
the data, so that the probabilities in the networks will reflect
the regularities uncovered (see also [13]).

In sum, each of these types of empirical research con-
tributes in a different way to our understanding of the causal
relationships. The next section will consider how the re-
sults of such research can be represented and exploited in an
adaptive system.

4 Choice of a Suitable Modeling Framework

How can we design an intelligent interactive system so
that it can recognize and adapt to the user’s changing re-
source limitations? Research on user and student modeling
has yielded a variety of techniques for assessing and adapt-
ing to properties of users, including logic- and stereotype-
based techniques, machine learning methods, and a host

1The experiment was designed and conducted in collaboration with
Leonie March and Ralf Rummer of the Department of Psychology, Uni-
versity of Saarbriicken.



of qualitative and quantitative application-specific proce-
dures.?

For the problem at hand here, what seems most suit-
able is a decision-theoretic framework that includes dynamic
Bayesian networks and closely related influence diagrams
for modeling the user’s resource limitations and making de-
cisions about the system’s behavior.®

For the recognition problem, these methods are especially
well suited for

1. integration of unreliable evidence from a diverse set of
observations (in particular, concerning causes and symp-
toms of resource limitations);

2. incremental use of sparse evidence (as opposed, e.g., to
the processing of large amounts of evidence with ma-
chine learning methods); and

3. explicit reasoning about the ways in which the user’s re-
source limitations change during the interaction.

For the adaptation problem, these methods allow

1. exploitation of most parts of the same probabilistic model
that is used for the recognition task;

2. comparative evaluation of possible system behaviors us-
ing multiple evaluation criteria whose weights depend on
s resource limitations; and

3. consideration in the evaluation process of predicted user
responses to system behaviors.

Before demonstrating these properties of the framework
with reference to the prototype system READY, we will in-
troduce the context and overall architecture of this system.

5 Overview of the READY Prototype
5.1 Example Dialog

The example dialog in Figure 6 was conducted with the
prototype with a view to illustrating the main features of
the way in which the system works. For simplicity, in each
dialog turn both sand @ are forced to choose one of just two
possible utterances: a relatively verbose one (shown on the
left) and a more compact one.

The overall course of the dialog can be summarized as
follows: Initially s expects a low level of time pressure and
a fairly high available WM capacity. «’s first utterance (2)
provides no reason to change these expectations, but his
problem description (4) is unusually terse and to the point.
S therefore assesses him as probably being in a hurry and
not suffering from much cognitive load. $’s question (5) and
instruction (7) accordingly emphasize conciseness at the ex-
pense of additional information that would make it easier for
U to understand and respond appropriately.

2The volume [14] includes a representative sample of these techniques,
and its Reader’s Guide provides a classification.

3The classic reference for this family of techniques is [23]. A survey
of their use for user and student modeling is given in [11], while a briefer
more recent discussion is offered in [9].

Once U starts looking under the hood of the car (8), he
begins producing utterances that suggest an increase in cog-
nitive load: The repetition of part of the instruction (“Cool-
ing water filter ...”) is typical of someone who is having
a hard time maintaining all of the necessary information in
working memory (and untypical of someone who wants to
get the dialog over with as quickly as possible). «’s sub-
sequent request (9) for s to repeat the instruction reinforces
this impression. Note that these changes in s’s assessments
don’t imply that s’s earlier assessments were inaccurate:
Perhaps « only began experiencing high cognitive load once
he looked under the hood (e.g., because of lack of familiarity
with the things he saw there). This example illustrates how
a user’s resource limitations can change within the course of
an interaction, forcing the system to track a moving target.

S’s subsequent utterances are accordingly more explicit
than s’s earlier ones, requiring less thought and search on
u’s part.

5.2 Form of Interaction With the Prototype

READY’s user interface is designed so as to make it un-
necessary for us to deal with the challenging problems of
speech processing raised by the scenario, allowing us to con-
centrate on the causes and consequences of various features
of the behavior of the user and the system. Input is done via
a natural language menu interface with which the “user” can
compose utterances and specify a number of aspects of their
form, such as the position and length of pauses (see Fig-
ure 8). As Figure 7 shows, the system’s output is likewise
presented as text.

5.3 Architecture

Figure 9 shows the current system architecture. What is
sent to the pIALOG MANAGEMENT cOmponent is a represen-
tation of @’s utterance that contains the information that
READY needs in order to update its user model and deter-
mine an appropriate response, i.e.: the meaning of «’s ut-
terance in the current dialog context plus any evidence that
can be extracted from the input (including noises from the
environment) that bears on «’s current resource limitations.

The plALOG MANAGEMENT component uses its knowledge
about the current dialog state and about possible diagnosis
and repair actions to determine a set of possible dialog con-
tributions (e.g., instructions) that might make sense in the
current situation—not yet taking into account ¢’s resource
limitations.*  These contributions may differ in their ba-
sic content (e.g., prescribing a simple or a complex action)
and/or in their form (e.g., using simple, redundant formula-
tions or concise, technical ones). The DIALOG MANAGEMENT
component then sends the possible contributions to the user

4As with the processing of input utterances, $’s knowledge about dialog
structures and auto repair problems has been kept as simple as possible, so
that we can focus on the key problem of adapting to U’s resource limita-
tions.
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Good morning to you. You are
connected to the automatic repair
advice service READY of the
SFB378.

Good morning to you, too. This is
Joseph Smith from Eckerhausen.

Mr. Smith, how can | help you? Are
you having problems with your
engine?

<Um> The ... lamp under <eh>
next to the meter for the cooling
water is lit up red.

Have you noticed anything else
unusual about the cooling system,
maybe steam around the grill at the
front of the hood?

At the front of the car-<uh> engine,
there’s, there’s something
steaming there ... and the fan is off.

Under the hood, on the right, in the
front, near the yellow oil measuring
stick, there’s a cable. Please check
its plug.

Cooling water filter ...
What was that again?

Under the hood, on the
right, in the front, near the
yellow oil measuring stick,
there's a cable. Please
check its plug.

Plug next to the oil stick.

What was that again?

From the plug, there’'s a
cable that goes to the fan.
Is the cable damaged
somehow—-a bit loose or
bent?

Good morning, automatic
repair advice service
READY of the SFB378.

Joseph Smith here.

What type of problem do
you have?

Cooling water warning
lamp is on.

Anything else unusual
about the cooling system?

The cooler is ... steaming
and the fan isn’t working.

Check the plug on the
cooling water filter.

OK.
Got it.

Check the plug on the cooling
water filter.

OK.
Got it.

Is the connecting cable damaged?

Fig. 6. Part of an example dialog with the READY prototype, translated from the original German.

(Of the the two possible utterances for each dialog turn, the one actually chosen in this dialog is shown in bold type. The graphs on the right show the changes

in the expected values of S’s beliefs concerning the two key unobservable variables.)

Available
WM Time
Capacity Pressure




S (2): What type of problem do you hava?

Speed of arficulation moderate
Demands of linguistic analysis an Wk low-moderate (242)
Demands of action an Wk low-moderate (346)
Success atlinguistic analysis high [G48)

U (2): <no backchannaling:

U {3): Cooling water warning lamp is on.

Speed of ariculation high
Content guality moderate
Success of conceptualization moderate (538

AWMC 692
Time pressure 328
Knowledge level 228

Emotional stress 172

AWMGC 675
Time pressure 383
Knowledge level 224

Emotional stress 175

AWMC 757
Time pressure 707

Knowledge level 245

Emotional stress 66

End dialog

Fig. 7. Translated version of READY’s main interaction screen.

(The annotations below each utterance of .§ summarize its relevant features that are not reflected in the text and §’s assessments of various properties of the
utterances that are relevant for s inferences. The numbers on the right are the expected values of the system’s current assessments of key variables, including
available WM capacity (“AWMC”)—cf. the two variables represented graphically in Figure 6. The reasons for changes in these assessments can be examined
at any time in the Bayesian network for the current pair of time slices, shown here in the background—cf. Section 6.)

o[ READVUserUtteranceSelection 00 ||
@ 1 Cooling water warning lamp is on.
2 | <Um.2> The <> lamp __| under <eh> next to

__fthe  imeter for the cooling water is lit up red.
Utterance length medium
Clarity of pronunciation high
Appropriateness of content moderate
Amount of unnecessary information none
Anaphora and ellipsis maoderate
Total length of cognitive pauses small
Number of cognitive pauses small
Number of repetitions small
Number of speech errors small
Accompanying noises none
Breathing noises nene

Moises in environment alot
Speed of arficulation high

Submit Submit and close

Fig. 8. Translated version of READY’s menu interface for simulating speech
input.

(Either of the two utterances shown at the top can be selected by the user
for input; for the second, longer one, a number of variants can be specified
via the pull-down menus attached to parts of the utterance. The table in the
middle shows the characteristics of the currently selected utterance—here,
the first one—that the system will treat as significant.)

INSTANTIATED DYNAMIC
BAYESIAN NETWORK

USER
GENERIC NETWORK MODELING RULES FOR NETWORK
SCHEMATA INSTANTIATION
v y v
— Y —
TRANSITION NETWORKS > DIALOG - SCRIPTS ENCODING

ENCODING DISCOURSE MANAGEMENT TROUBLESHOOTING AND

KNOWLEDGE REPAIR KNOWLEDGE

|

Y

USER INTERFACE

Fig. 9. Architecture of the Ready prototype.

(Boxes denote processing components, cylinders denote knowledge bases,
and arrows show the flow of information.)

MODELING component, which decides which one seems best
in the light of ¢’s current resource limitations.

6 Modeling of Resource Limitations
6.1 Example of a Network Schema

All of the user MoDELING component’s assumptions about
relevant causal relationships are represented in network
schemata (cf. the knowledge source in the upper left of Fig-
ure 9). Each time the user MoDELING component is asked
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(Solid and dashed arrows denote positive and negative causal influences, respectively. Each box with a solid border represents a node that corresponds to a
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by the biaALoG MANAGEMENT component to evaluate a possible
utterance (e.g., a question), it uses the appropriate schema
in order to extend its Bayesian network model of . Each
such schema corresponds to a typical sequence of two di-
alog moves. For example, Figure 10 shows, in simplified
form, the schema for the sequence “Question (by system)
— Answer (by user)”. This schema corresponds to a pair of
time slices of a dynamic Bayesian network.

The variables in the left-hand and right-hand time slices
are related to ¢’s success in understanding and answering a
question, respectively. In each time slice, there is a group
of observable variables (sYMPTOMS OF SUCCESS OF LANGUAGE
UNDERSTANDING and SYMPTOMS OF SUCCESS OF LANGUAGE GEN-
ERATION, respectively, at the bottom in the figure) that serve,
among other things, as symptoms of 4’s resource limita-
tions. The only other variables whose values are ever known
to S with certainty are the ones in the group LINGUISTIC FEA-
TURES OF THE UTTERANCE in the upper left; these represent
properties of a possible utterance by s that will influence the
demands that the utterance will place on u’s time and WM.

6.2 Conceptualization of Resource Limitations

The variables in the middle level of Figure 10, such as
TIME PRESSURE and AVAILABLE WM CAPACITY, correspond to the-
oretical constructs. Since their definitions are not tightly
constrained by empirical evidence, they require some the-
oretical assumptions to be made; note that alternative as-
sumptions could be introduced without changing the basic
approach.

Time Pressure

The variable TIME PRESSURE is viewed as the subjective
cost of time to . It is assumed that an increase in time pres-
sure increases s desire to reduce the duration of an action,
even when such a reduction exacts a price in terms of other
criteria (such as the likelihood of success of the action). For
example, in the first time slice TiME PRESSURE is assumed to
have a negative influence on both the time that « spends
trying to understand $’s utterance and the likelihood that u
will succeed. In the second time slice, similar influences are
shown for the tasks of conceptualizing and formulating an
utterance.



Working Memory

In research in cognitive psychology, some highly differ-
entiated models of working memory and its use have been
developed which include several subsystems such as a cen-
tral executive, a phonological loop, a visuo-spatial scratch-
pad, and sometimes further subsystems (see, e.g., [2]). For
an initial effort at on-line modeling of a user’s interaction
with a interactive system, these models are too fine-grained.
In the present version of READY’s model, therefore, WM is
treated as if it were a homogeneous store with a particular
capacity. (A comparable simplification is employed, e.g., in
[18].) In the near future we will systematically investigate
more differentiated modeling schemas for WM to see if they
contribute added value, at least for particular types of tasks
([13D).

The simplified conception is based on the following as-
sumptions: At each point in the interaction, ¢ has some
available WM capacity that can be used to handle his or her
tasks. This available capacity may be less than ¢/’s total WM
capacity, for example if ¢ is agitated or distracted by events
in the environment (cf. the group of variables siTuaTionAL
INFLUENCES ON wM near the top of Figure 10).

The WM capacity that 2 can devote to interaction with
S may be reduced further if € tries to perform another task
simultaneously. For example, in the first time slice in Fig-
ure 10, ¢ might be performing an action while listening to a
question asked by . Each task that ¢ performs is assumed
to create a particular demand on «’s WM. When two tasks
have to be performed simultaneously, the available WM ca-
pacity may be too low to permit both to be performed with-
out problems. In this case, the way « uses his or her WM
for the two tasks is assumed to depend on the relative prior-
ity of the system-related task for @. This relative priority is
represented in each half of Figure 10 by a variable prioRITY
FOR DIALOG PROCESSING.

6.3 Temporal Relationships Among Variables

As was mentioned earlier, one of the challenges involved
in the modeling of time and WM constraints is the need to
deal with different types of change in the variables being
modeled.

Most of the variables in Figure 10 are temporary: Because
they refer to a brief event or state, they are defined only
within a single time slice. Other variables—for example,
U'S LEVEL OF DOMAIN KNOWLEDGE, are static: They are defined
in all time slices, and any changes in their value during the
course of an interaction are assumed to be negligible. But
the critical variables TIME PRESSURE and AVAILABLE WM CAPAC-
Ty are dynamic: They are defined in all time slices, but their
values can change significantly during an interaction, for ex-
ample because of situational influences. The schema in Fig-
ure 10 illustrates a frequently applied method for handling
a dynamic variable in a Bayesian network: A separate node
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for the variable is included in each time slice and is linked
to the corresponding node in the previous time slice. A de-
tailed discussion and justification of the way this method is
applied in READY is given in [27] and [26], and a different
application of this basic method to a user modeling problem
is presented in [1].°

6.4 Selection of the System’s Dialog Contributions

When the user MODELING component is asked by the pia-
LOG MANAGEMENT component to evaluate a possible utterance
of , it proceeds as follows: A network schema is chosen that
will allow S to anticipate and evaluate the consequences of
the utterance (e.g., if the utterance is a question, the schema
in Figure 10). The Bayesian network that has been con-
structed so far is extended with two new time slices. The
variables in the group LINGUISTIC FEATURES OF THE UTTERANCE
are instantiated as dictated by the properties of the candi-
date utterance. The other root nodes are instantiated on the
basis of information that s has about the current situation—
for example, concerning the likelihood that « is (still) oc-
cupied with some physical action. The extended network is
then evaluated, giving rise to new probabilistic expectations
about the variables in both time slices. That is, § anticipates
both the immediate processing of its utterance by @z and «’s
subsequent responses to the utterance (e.g., U’s answering
of the question or ’s carrying out of an instruction).

The purpose of this anticipation is to generate an oveRALL
evaLuaTioN of the candidate utterance (cf. the bottom nodes
in Figure 10) using evaluation criteria that are presumably
in line with ¢’s own interests: the total time required for
 to respond (weighted negatively) and the success of u’s
response. The relative weight that ¢ would attach to these
two criteria is assumed to depend on /’s time pressure, as is
indicated in the figure.

The overall pattern is that $’s perception of «’s resource
limitations can affect $’s choice of utterances in two ways:

= Most directly: High time pressure biases the overall eval-
uation in favor of utterances that < can deal with quickly.

= Less directly: 2/’s time pressure and WM availability can
determine the speed and success of 2’s response in more
or less complex ways, thus indirectly influencing the over-
all evaluation.

Use of Influence Diagrams to Narrow the Search

This procedure of systematically evaluating each possi-
ble system utterance can be quite time-consuming if there
are a lot of possible utterances. We have therefore tested an
alternative approach, which will be integrated into the pro-
totype: Instead of creating a separate possible extension of

5In [9], an alternative approach is discussed that eliminates the need to
create multiple time slices, while leaving implicit some of the relationships
that are expressed explicitly with time slices. In a dialog system, it is useful
to introduce at least one time slice for each dialog contribution, because of
the qualitatively different events that are involved in each contribution.



its basic network for each possible utterance, § creates a sin-
gle influence diagram (see, e.g., [28], [23]), in which several
aspects of an utterance (e.g., syntactic complexity and use of
technical terms) are represented by decision nodes and the
OVERALL EVALUATION is treated as a value node. The proce-
dure used for processing influence diagrams (see [16]) gives
values for the variables in the decision nodes that would lead
to the best possible overall evaluation—i.e., desirable prop-
erties of $’s next utterance. It is relatively easy to find the
candidate utterances that come closest to having these prop-
erties.

6.5 Updating the User Model

The utility of the procedures described in the previous
subsection of course depends largely on the accuracy of the
user model that has been built up in the course of the dialog.
This model is updated on the basis of information about ¢’s
behavior that is sent to the user MODELING component by the
DIALOG MANAGEMENT component. This information may con-
cern either «’s immediate feedback to $’s utterance (e.g.,
one of the possible sYMPTOMS OF SUCCESS OF LANGUAGE UN-
DERSTANDING in the first time slice) or ¢’s response to the
utterance (e.g., One or More SYMPTOMS OF SUCCESS OF LAN-
GUAGE GENERATION in the second time slice).® The network
is reevaluated, leading to new assessments of the variables
in both time slices. Where static or dynamic (as opposed to
temporary) variables are affected, these reassessments will
influence s’s choice of subsequent utterances.

7 Technical Feasibility

The explicit representation of many types of causal rela-
tionships makes READY’s adaptation relatively easy to un-
derstand, criticize, and improve. But it does lead to a fairly
high degree of complexity. For example, the two time slices
of a network constructed on the basis of the schema in Fig-
ure 10 currently comprise about 60 nodes; and the complete
network that is built up during the dialog includes one time
slice for each dialog contribution.

The main implementation language for READY is Lucid
CoMMON LISP, but the Bayesian networks and influence
diagrams are processed with the tool NETICA ([21]). On a
SUN Ultra 1 with 147 MHz and 256 MByte of RAM, the
time required for interpretation of the evidence in a single
user utterance varies from about .5 sec to about 3 sec, de-
pending on how many time slices have been added to the net-
work; a maximum of 12 time slices are retained, any earlier
ones being eliminated through a rolling-up procedure. Eval-
uation of a single possible system utterance is slower, taking
up to 12 sec under the same conditions. Fortunately, the pro-
cessing of a related influence diagram, which (as mentioned
above) can replace the evaluation of a number of similar ut-
terances, takes roughly the same amount of time as the eval-

6The utterances 8 and 9 in the example dialog in Figure 6 illustrate how
both types of feedback influence the system’s subsequent behavior.
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uation of a single utterance.

In sum, the techniques as currently implemented are about
two orders of magnitude too slow for practical application.

8 Conclusionsand Future Developments
8.1 Conclusions

Although the research discussed here is being continued,
some general conclusions can be derived from the argu-
ments and the system discussion presented above:

1. In some cases, it is worthwhile to design systems so that
they can recognize and/or adapt to users’ changing re-
source limitations.

2. There are reasons to base the design on an explicit model
of the causes and consequences of such resource limita-
tions.

3. Anempirical basis for such a causal model can be derived
from various complementary types of empirical studies.

4. Dynamic Bayesian networks are well suited for the rep-
resentation and use of such a causal model.

5. An implemented prototype based on these principles ex-
hibits the the various types of reasoning and decision
making that one desires in such a system.

In addition many specific results concerning particular
variables and implementation techniques were derived in
specific studies. Only a few examples were mentioned in
this overview article; more are given in the papers cited.

8.2 Current Research

Our research is currently being expanded along several
dimensions (see [13] for an overview).

One current research focus is on the improvement of the
empirical basis of READY’s causal model: As was sketched
in Section 3.4, we are conducting experiments whose data
will not only clarify important causal relationships but also
serve as input to Bayesian network learning techniques, so
that the necessary conditional probabilities can be derived
directly from the data.

An adaptation of the prototype to the scenario illustrated
in Figure 1 and to different interaction techniques (e.g., ges-
tural input and graphical output) will provide evidence con-
cerning the generalizability of the approach, as well as yield-
ing specific results that are relevant to interaction media
other than speech.

8.3 Simplification for Real Use

Ready is intended as a prototype that can serve as a start-
ing point for the development of deployable systems. Here
is a list of possible simplifications, starting with the least
drastic ones:

1. Simplification of the network structure at points where it
proves to be unnecessarily differentiated in practice.
For example, a variable for which the belief shows neg-



ligible changes in practice can be eliminated; or a group
of variables (such as the ones represented by the dashed
boxes in Figure 10) can be replaced by a single coarse-
grained variable.

2. Use of self-assessments as sketched in Figure 3, if users
can reasonably be expected to be able to provide them.
The user’s self-assessments could be used to instantiate
observable variables in the network, either supplement-
ing or replacing the observable variables that refer to nat-
urally occurring aspects of the user’s behavior.

Even more simply, these self-assessments could be taken
at face value and used by  as estimates of ¢’s resource
limitations.

3. Use of heuristic rules as sketched in Section 1.2
We noted above that such rules are of questionable value
as a starting point, because of the difficulty of formulat-
ing rules that have a reasonable chance of working effec-
tively. But after experience has been gained with a more
articulated, explicit representation such as READY’s, it
may be possible to identify some recurrent patterns of
successful adaptation and to formulate these as rules.

4. Doing without adaptation altogether
With some types of system or domain, it may turn out
that even an elaborate adaptive system ends up show-
ing roughly the same behavior regardless of the user’s
momentary resource limitations. This result could come
about for various reasons: There might seldom be enough
evidence available during system use to discriminate dif-
ferent levels of resource limitation; there might exist par-
ticular system behaviors which are better than the alter-
natives no matter what the user’s resource limitations are.
Note that even in a case like this, the design of a system
would have benefited from the analysis of the way the
system should behave given a variety of possible resource
limitations.
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