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ABSTRACT

One feature of intelligent user interfaces is an ability to make
decisions that take into account a variety of factors, some
of which may depend on the current situation. This article
focuses on one general approach to such decision making:
Predict the consequences of possible system actions on the
basis of prior empirical learning, and evaluate the possible
actions, taking into account situation-dependent priorities
and the tradeoffs between the consequences. This decision-
theoretic approach is illustrated in detail with reference to
an example decision problem, for which models for decision
making were learned from experimental data. It is shown
how influence diagrams and methods of decision-theoretic
planning can be applied to arrive at empirically well-founded
decisions. This paradigm is then compared with two other
paradigms that are often employed in intelligent user inter-
faces. Finally, various possible ways of learning (or oth-
erwise deriving) suitable decision-theoretic models are dis-
cussed.
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1 INTRODUCTION

One of the properties that distinguish intelligent user inter-
faces (IUIs) from more mainstream user interfaces is their
ability to make decisions that go beyond what the user has
instructed them to do: They take into account a relatively
large number of factors, and they arrive at their decisions by
methods that cannot be described in terms of straightforward
algorithms—typically making use of some explicit represen-
tation of the goals and properties of the user and the current
context (cf. [23]).

The decisions that IUIs can face vary widely. They can con-
cern, for example:

1. the generation of a complex presentation, such as a graph-

ical presentation of data that will achieve a given commu-
nicative goal ([18]);

2. the recommendation of one or more appropriate objects
(e.g., web pages or products) from a very large set of ob-
jects ([21]; [4]);

3. a choice among a small number of possible ways to
achieve a given result (e.g., whether to use checkboxes
or radio buttons to elicit Boolean data from the user: [9]);

4. a yes-or-no decision as to whether to perform a given op-
tional action or not (e.g., whether or not to pass a given
message on to a user who may not be in a good position
to process it: [12]).

This article focuses a specific approach to decision mak-
ing, the one characterized in Table 1. When contrasting
this method with other approaches to decision making for
IUIs, we will refer to this approach simply as the decision-
theoretic approach—although the term decision-theoretic is
used in different ways in various scientific fields. As we will
see, this approach is most applicable to cases like the third
and fourth ones in the list above. In particular, each decision
tends to be fine-grained and to represent a small part of the
system’s overall processing. Still, the overall impact of many
such fine-grained decisions can be important.

A number of publications are available that include descrip-
tions of techniques such as the ones discussed here in the
context of descriptions of entire systems (see, e.g., [13]; [11];
[16]). In the present article, to focus attention on questions
concerning the methods themselves, we start by describing
a simple example system, a type of decision that this sys-
tem has to make regularly, and an experiment in which we
gathered data relevant to this type of decision. Section 3
shows how single decisions can be made in this limited do-
main with decision-theoretic tools, and Section 4 shows how
more complex sequences of interrelated decisions can be
handled. Section 5 compares this paradigm with two other
approaches, and Sections 6 and 7 consider possible variants
of the paradigm.
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Single decisions
Situation
• There is a relatively small number of possible actions for the

system S.
• It is possible for S to take into account the possible

consequences (including the costs) of these actions.
• Which particular consequences the action will  have in a given

case depends on various factors, and the consequences cannot
all be predicted with certainty.

• There are evaluative tradeoffs among the consequences of an
action.

• The relative importance of the different consequences for the
user U varies from one situation to the next.

Method
• Develop a causal model for predicting the consequences of

actions, if  possible on the basis of empirical data.
• Choose an action by using decision-theoretic methods which

make use of the causal model.

Sequences of decisions
Situation

[Same conditions as for single decisions, plus the following
conditions:]

• A sequence of related individual decisions has to be made.
• The desirability of each of the actions chosen may depend on

the consequences of previous actions.

Method
• Frame the problem in terms of Markov decision processes,

again using empirical data if  possible.
• Use methods from decision-theoretic planning to arrive at

plans or policies, depending on whether feedback about the
results of individual actions will  be available.

Table 1. Overview of the decision-theoretic approach to de-
cision making examined in this article.

2 EXAMPLE DOMAIN AND EXPERIMENT

2.1 The Specific Adaptation Issue

The usage scenario addressed by our example system is illus-
trated in Figure 1: The user

�
is to select appropriate options

from part of a printing dialog box; but since she doesn’t know
the options, the system � gives spoken instructions that are
appropriate for the current situation. The complex process-
ing of such a system concerns the problem of determining
which particular instructions are appropriate. The small de-
cisions that we will look at concern the way in which these
instructions are presented: Should several be presented at a
time, or should each instruction be presented individually?

To perform a controlled empirical study of this question, we
first devised the more abstract, artificial dialog box shown in
Figure 2. In this dialog box, factors such as the users’ prior
knowledge of the meaning of the options are kept out of the
picture—a fact that will make the analyses in the following
sections easier to understand.1 In the artificial system, each
instruction has the form “Set � letter � to � number � .” Two

1The problem of generalizing the results to real systems will be dis-
cussed in Section 6.2.

Figure 1. Typical dialog box (from the Adobe Acrobat
Reader) for which a user might require a sequence of in-
structions.

Figure 2. Main screen used for the experiment.

possible ways of presenting a set of three instructions are
shown in Figure 3: (a) in a stepwise mode (i.e., allowing

�
to execute each instruction in the sequence before hearing the
next one) or (b) in a bundled mode (i.e., all at once, before

�
starts executing the first instruction).

The main drawback of stepwise presentation is the additional
interaction overhead: After executing each instruction,

�
must somehow confirm to � that he is ready for the next
instruction—here, by clicking on the “OK” button. (We are
assuming here that � does not get direct information about�

’s task performance.) This confirmation signaling requires

Stepwise:
S: Set X to 3

U: ... [OK]
S: Set M to 1

U: ... [OK]
S: Set V to 4

Bundled:
S: Set X to 3
S: Set M to 1
S: Set V to 4

Figure 3. Illustration of the two presentation modes for in-
structions.
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a certain amount of time and effort on
�

’s part.2

The main limitation of bundled presentation is that it may
require

�
to try to store an excessive amount of information

in working memory (WM). If
�

’s available WM capacity is
inadequate—for example, because the sequence of instruc-
tions is especially long, or because

�
simultaneously has to

store unrelated information in WM—
�

may fail to remem-
ber the instructions. The resulting errors in task performance
may far outweigh the time saved by bundling the instruc-
tions. Accordingly, we may expect bundled presentation to
be inappropriate if the sequence of instructions is especially
long, and/or if

�
’s effective WM capacity is temporarily lim-

ited because
�

is distracted by environmental stimuli and/or
a task that he has to perform simultaneously.3

If we were developing a full-blown, complex system, we
wouldn’t want to dwell much longer on this one aspect of
its behavior. It would be consistent with current practice to
implement a decision rule more or less like the following
one:

If
�

is significantly distracted, or if the sequence of in-
structions comprises more than 3 steps, then use stepwise
presentation;
otherwise, use bundled presentation.

In an effort to develop an especially well-founded decision
procedure for this example system, we took the time to col-
lect extensive empirical data in a controlled setting.

2.2 Method

2.2.1 Materials

Figure 2 shows the screen that subjects worked with through-
out the experiment. They used a mouse to click on the but-
tons labeled with digits and on the large OK button.

Their primary task was to execute sequences of spoken in-
structions, each sequence comprising 2, 3, or 4 steps. Each
sequence was presented by the system in either stepwise or
bundled mode (see Figure 3).4 In stepwise mode, after ex-
ecuting a single instruction, the subject had to signal com-
pletion by clicking on the OK button in order to receive the
instruction for the next step. Each individual instruction for
a step was played from a separate sound file; the sound files
played for a given sequence in stepwise and bundled modes
were identical, the only difference between the modes being
the ordering of the actions of subject and system.

On half of the trials, the large rectangle at the top of the

2Moreover, � may be able to formulate the instructions more concisely
if � can bundle them together, for example by using ellipsis.

3Note that this discussion is not limited to systems that use speech to
present instructions. Similar considerations are relevant with other ways of
presenting instructions, such as animations or videos, as long as it is � that
controls when � can perceive the instructions (i.e., � cannot switch back
and forth at will between task performance and perception of the instruc-
tions, as he might using a conventional help system that presents static text
and images).

4The original German formulation of an instruction was “Setze � letter �
auf � number � .”

screen provided a situational distraction which was intended
to reduce the amount of working memory capacity that the
subject had available for the primary task: At more or less
regular intervals, the rectangle took on a color that alternated
between red and green in random order. Whenever the same
color appeared twice in succession, the subject was to press
the space bar.

2.2.2 Design

There were three independent variables:

PRESENTATION MODE: stepwise or bundled
DISTRACTION?: no or yes
NUMBER OF STEPS: 2, 3, or 4

Twelve specific experimental conditions were created
through orthogonal combination of these factors.

Two dependent variables will be discussed here:5

EXECUTION TIME

In both conditions the execution time was the total time re-
quired for the processing of an instruction sequence, minus
the time required by the system to play the instructions.6

Specifically: In bundled mode, this was the duration of
the interval between (a) the moment the system finished
playing the instruction sequence and (b) the moment the
subject completed the final step in the sequence by pressing
one of the numbered buttons. In stepwise mode, it was
the sum of the corresponding durations for the individual
steps, including the time required to press the OK button
after performing each instruction except the last one.
ERROR?

This variable had the value 0 for a particular instruction
sequence if the subject pressed all of the instructed buttons
in the correct order, the value 1 otherwise.7

2.2.3 Subjects

Subjects were 24 students from various departments at Saar-
land University, who received financial compensation for
their time.

2.2.4 Procedure

For each subject, the experiment began with a practice phase
that was intended to familiarize subjects with the experimen-
tal environment and minimize learning during the main part
of the experiment. Four blocks of instruction sequences were
introduced and practiced in turn, each involving one combi-
nation of the independent variables PRESENTATION MODE and
DISTRACTION?.

In the main phase of the experiment, the instruction se-
quences were again presented in four blocks, whose order

5Further dependent variables are analyzed in [22].
6Note that it would just as well have been possible to include the to-

tal time for the playing of the instructions, since this time was identical in
stepwise and bundled mode.

7This definition is appropriate for domains in which performing one ac-
tion incorrectly is just as bad as performing all actions incorrectly. In many
domains, of course, the number of errors would be a more important vari-
able.
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was systematically varied across subjects. In each block, 18
instruction sequences were presented, in 3 subblocks, each
of which comprised 6 sequences of each length. Half of the
subjects started with the shorter sequences and moved on to
the longer ones, while for the other half the order was re-
versed. Thus in all, data on 72 sequences were obtained from
each subject, with each specific condition being represented
by 6 sequences.

2.3 Results

Most interesting for our purposes are the results for the 12
specific combinations of independent variables, shown in
Figure 4. But to give an idea of the statistical reliability of
the results, we also report on statistical analyses of the effects
of individual independent variables.8

First, a multivariate analysis of variance was conducted with
NUMBER OF STEPS, PRESENTATION MODE, and DISTRACTION? as
within-subject independent variables and EXECUTION TIME and
ERROR? as dependent variables. All three main effects were
significant.9 All interactions were also significant10 . It is
therefore appropriate to interpret the univariate analyses of
variance reported below.

2.3.1 Execution Time

With respect to execution time, main effects were found
for all three independent variables: Execution time is on
the whole longer if there are more steps in the sequence
( �
	���
���������������������� 
"!#�%$ � $�$�& ); if the presentation is step-
wise ( �
	'&�
(��)��*�+��&��,&-� &�
"!.�/$ � $�$�& ); and if there is a dis-
traction task ( �
	���)�
0&1�2��)�� ��3�$���
"!4�5$�� $�$ & ).
The increase with the length of the instruction sequence is
easily understandable in view of the larger number of actions
that need to be performed.

The difference between the two presentation modes is due
mainly to the additional interaction overhead associated with
stepwise presentation. This overhead consists in 1, 2, or 3
extra clicks on the OK button, respectively, for sequences
of length 2, 3, and 4. Since this extra overhead is greater
for longer sequences, it is understandable that there is a sig-
nificant two-way interaction between NUMBER OF STEPS and
PRESENTATION MODE ( �
	���
6�����2�7��)��83���39
"!#�%$ � $�$�& ).
The longer execution times when there is a distraction task
are explainable at least in part simply in terms of the greater
number of keypresses required in this condition.

There is a significant interaction between NUMBER OF STEPS

and DISTRACTION? ( �
	���
������:�;� � ����3�
"!5�<$�� $�$�) ): DISTRAC-

TION? increases EXECUTION TIME more when the sequence is
long, in part simply because

�
has to respond to the sec-

8Readers who are not interested in the conventional analysis of the data
can simply look at Figure 4 and skip to the end of Section 2.

9 =?>,@1ACBEDGF2H5I6BEBKJ LEMEB , =?>NBKAOBEBGF2H.PELKJ�I6PEB , and =?>NBKA�BEBGF2H�I6PKJ QRMEL
respectively, with ST� DKJ DEDKI in all three cases.

10NUMBER OF STEPS U PRESENTATION MODE: =?>,@1ACBEDGFVHXWEPKJ Q-I6WKA S
� DKJ DEDKI ;
NUMBER OF STEPS U DISTRACTION?: =?>,@1ACBEDGFYHXWKJ ZKI6BKA S[� DKJ DEL ; PRESENTATION

MODE U DISTRACTION?: =?>\BKA�BEBGF]H7I6BKJ LR@GLKA S#� DKJ DEDKI ; three-way interac-
tion: =?>N@1ACBR@0F^H#WKJ MR@GBKA ST� DKJ DEL .

Distraction?
No Yes

E
rr

or
s 

(%
)

0

10

20

Distraction?
No YesE

xe
cu

tio
n 

tim
e 

(m
se

c)

0

1000

2000

3000

Two-step  sequences:

Distraction?
No Yes

E
rr

or
s 

(%
)

0

10

20

30

40

Distraction?
No Yes

E
xe

cu
tio

n 
tim

e 
(m

se
c)

0

1000

2000

3000

4000

5000

6000
Three-step  sequences:

Distraction?
No Yes

E
rr

or
s 

(%
)

0

10

20

30

40

50

Distraction?
No Yes

E
xe

cu
tio

n 
tim

e 
(m

se
c)

0

1000

2000

3000

4000

5000

6000

7000

Four-step  sequences:

Figure 4. Mean execution times and error rates for each
combination of values of the independent variables.
(Dashed lines represent stepwise presentation, solid lines bundled presenta-
tion.)
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ondary task a larger number of times.

There are no other significant interactions involving execu-
tion time.

In sum, the results for the variable EXECUTION TIME can be un-
derstood fairly straightforwardly in terms of the number of
physical actions that

�
has to execute in the various condi-

tions.

2.3.2 Errors

With respect to errors, main effects were again found for
all three independent variables: The probability of an er-
ror is greater if there are more steps in the sequence
( �
	���
R�����_�`��&�� $�$���
"!X�a$�� $�$ & ); if the presentation is bun-
dled ( �
	6&�
R��)��b�c�d� � $���� 
�!%�e$ � $�$�& ; and if there is a dis-
traction task ( �
	'&�
(��)��2�f&13�� ��&0�g
"!4�5$�� $�$ & ).
In addition, all of the possible statistical interactions involv-
ing ERROR? were significant11 . Simply put, when two or
more conditions co-occur that tend to produce errors, the
number of errors becomes greater than the sum of the num-
bers that would be produced by these conditions individually.
The extreme case is the 46.6% probability that

�
will make

at least one error in the most unfavorable condition (see the
bottom right-hand graph in Figure 4).

2.4 Brief Discussion

In sum, a conventional analysis of the data confirms the qual-
itative hypotheses formulated at the beginning of this sec-
tion: Stepwise presentation of instructions, unlike bundled
presentation, is a slow but safe method which is essentially
invulnerable to situational distractions.

3 USING THE RESULTS IN A LEARNED INFLUENCE
DIAGRAM

The experiment just reported on tells us more than we would
normally have time to find out about the causal relationships
that are relevant to � ’s decisions about how to present in-
structions. But we still don’t have a decision procedure that
specifies exactly when � should present its instructions in a
stepwise (vs. bundled) mode. We will now present and mo-
tivate a way of deriving such a decision procedure.

3.1 Learning a Bayesian Network

The first thing we need is a model that will help � to pre-
dict

�
’s execution time and errors in each specific situation.

For this purpose, we defined a Bayesian network (BN, [25])
with the structure shown in Figure 5. Each node in this net-
work is observable: For each observation in the dataset re-
sulting from the experiment (describing how a particular sub-
ject handled a particular sequence of instructions), a precise
value of the corresponding variable is available.

Learning a BN that contains only observable variables and

11NUMBER OF STEPS U PRESENTATION MODE: =?>NBKA�@GZGFVHh@1IEJ QRDEMKA S
� DKJ DEDKI ;
NUMBER OF STEPS U DISTRACTION?: =?>NBKAC@GZGFgHiQ-J MGQEQ-A ST� DKJ DEDKI ; PRESENTATION

MODE U DISTRACTION?: =?>�IEA�BEWGF]H7I6ZKJ MEBEMKA S#� DKJ DEDKI ; three-way interac-
tion: =?>\BKA�@GZGF^H#MKJ QRPEWKA ST� DKJ DKI .

Figure 5. Bayesian network learned on the basis of the ex-
perimental data, showing a prediction made under uncer-
tainty about the independent variable DISTRACTION?.
(The histogram for each variable shows a probability distribution that repre-
sents the system’s “belief” about the value of that variable. Links represent
causal influences. The numbers in the right-hand column of the window for
EXECUTION TIME are the midpoints (in msec) of the five intervals defined
for this variable.)

whose structure has been specified in advance is straight-
forward. In particular, the maximum likelihood estimate
for each (conditional) probability can be computed simply
in term of the (relative) frequencies in the data (see, e.g.,
[6]).12 Figure 5 shows a screen shot of the learned BN
as it is implemented in the decision-theoretic tool HUGIN

(http://www.hugin.com)

The properties of the data that are summarized in Figure 4 are
reflected in the conditional probability tables (CPTs) of the
learned BN and in the specific inferences made by the BN. In
particular, the basic uncertainty-management capabilities of
BNs allow the following generally useful types of inference:

1. Predicting the dependent variables given uncertainty
about the values of the independent variables: � may want
to make a prediction (and perhaps a related decision) with-
out knowing the values of all of the independent variables
shown in Figure 5. For example, � may not know whether�

is currently distracted. As Figure 5 shows, if a probability
distribution for each of these variables is specified, the net-
work will still generate predictions for

�
’s execution times

and errors.

2. Learning about
�

or the current situation: When
�

’s per-
formance in performing a task is observed, the correspond-
ing node(s) (EXECUTION TIME and/or ERROR?) can be instanti-
ated with the observed values. Evaluation of the net will then
lead to updated beliefs about any variables that were not al-
ready known with certainty. For example, Figure 6 shows

12We have also used these same data to learn considerably more com-
plex Bayesian networks, whose additional nodes represent (a) other vari-
ables measured in the experiment, such as errors on the distraction task; (b)
a variable representing the average execution speed of the current subject,
which makes it possible to take individual differences into account; and (c)
an unobservable node representing � ’s current working memory load (see
[33]; [10]). To focus attention on the central methodological issues, we dis-
cuss here only the simplest possible network that could be defined for this
experiment.
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Figure 6. The same network as in Figure 5, showing the
interpretation of an observation of

�
’s performance.

Figure 7. An influence diagram defined as an extension to
the BN of the previous figures.
(The variable WEIGHT OF ERROR represents the amount of additional ex-
ecution time, in msec, that it would be worth accepting in order to avoid an
error; the numbers in the right-hand column of the window for this variable
are the midpoints of the five intervals defined for it.)

how the network infers that � was probably distracted after
observing that

�
made an error. This learning about the cur-

rent
�

can enhance the quality of � ’s future predictions and
decisions about this particular

�
.13 In terms of the original

experiment, this type of inference is like choosing a random
observation about a subject and trying to guess what specific
condition the subject was in when he or she generated that
observation—a type of inference which is not supported by
the usual techniques for analyzing experimental data.

3.2 Extending the BN to an Influence Diagram

Before the system can actually make decisions, we have to
extend this network to an influence diagram (Figure 7), in
two steps:

1. Add a value (or utility) node that expresses the system’s
evaluation of a particular combination of values of the de-

13If this type of learning about the user is to be done repeatedly, the BN
has to be extended to become a dynamic BN—see, e.g., [16].

pendent variables ERROR? and EXECUTION TIME. Note that the
relative importance of these two criteria can vary greatly de-
pending on the nature of the task (e.g., setting font prefer-
ences vs. controlling a power plant) and the situation. If this
relative importance were fixed once and for all, it could be
encoded directly into the CPT of the utility node. Instead, to
make it possible to use different importance weights, we in-
troduce a variable WEIGHT OF ERROR. � ’s (possibly uncertain)
belief about this variable reflects � ’s assumptions about the
current priorities. For example, a value of 15,000 means that
avoiding an error is just as important as saving 15,000 msec
(i.e., 15 seconds) of execution time.

2. Make PRESENTATION MODE into a decision node. This
change makes explicit the fact that � can freely choose the
value of this variable, instead of just forming a belief about
it.

Once the complete influence diagram has been specified, �
can have it evaluated in order to determine the utility of each
action it might take in each situation.14 For example, Fig-
ure 7 shows that the expected utility of the bundled presenta-
tion of three instructions given DISTRACTION? is j 7647. Apart
from the minus sign, value is essentially the sum of (a) the
expected execution time (in msec) and (b) a penalty that re-
flects the possibility that

�
will make an error. By comparing

this utility with that of stepwise presentation, � can decide
which mode to use.

In addition to having � make decisions in individual cases,
the designer of an IUI will probably want to have an overall
picture of the decisions that � will make. For example, it’s
conceivable that, for any reasonable value of WEIGHT OF ER-

ROR, � would always decide to use stepwise presentation. In
that case, the designer could probably save a lot of trouble
by not implementing bundled presentation in the first place.
Some tools for evaluating influence diagrams15 offer a way
of getting such an overview without iterating through all pos-
sible situations and seeing what decision is recommended by
the influence diagram: Associated with each decision node is
a table that describes the decision rules16 for that node—i.e.,
what decision should be made for each possible combination
of the values of the variables that may be known precisely at
the time of the decision. The rules for the present influence
diagram are summarized concisely in Table 2.

Note that the type of information provided by the rules for
a decision node can have a function similar to that of the re-
sults of the sensitivity analyses that are sometimes performed
with predictive models of interface designs. For example, [7,
Chap. 7] includes a sensitivity analysis which determined in
what situations a new method for correcting typing mistakes
in an editor would be more effective than the already exist-

14For discussions of the relevant algorithms, see [30] and [17].
15For example, see NETICA, a commercial tool available from

http://www.norsys.com/.
16The term policy is sometimes used to refer to these rules; but we will

not use it here, since its meaning is different from that of the term policy
that will be introduced in Section 4.
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 Without Distraction With Distraction
Steps Weights Plan Weights Plan

2 ≥ 1 (2) 1−10 (2)
   > 10 (1+1)

3 1−30 (3) 1−5 (3)
 > 30 (1+1+1) > 5 (1+1+1)

4 1−5 (4) 1 (4)
 > 5 (1+1+1+1) > 1 (1+1+1+1)

Table 2. Rules for deciding between bundled—e.g., (2)—
and stepwise—e.g., (1+1)—presentation of an instruction se-
quence, for various combinations of parameters.
(The number(s) to the left of each presentation mode refer to the level(s)
of importance of error-free performance for which that mode is chosen—in
units of seconds, rather than milliseconds as in Figure 7. The notation em-
ployed here is used to facilitate comparison with the more complex Tables 3
and 4 below.)

ing methods. It is a convenient feature of some influence
diagram tools that they produce information of this sort as a
side effect in situations such as the one considered here.

In sum, the methods that we have applied so far are straight-
forward, in that they combine well-known methods from ex-
perimental psychology with some of the simpler functions of
readily available decision-theoretic software tools. Yet they
permit a more effective use of the experimental data for de-
cision making than would be possible through the use of a
conventional data analysis.

4 PLANNING SEQUENCES OF DECISIONS

Up to now, we have been assuming that � was confronted
with a binary decision: whether to present instructions in a
bundled or in a stepwise manner. More generally, the meth-
ods discussed apply when a choice needs to be made from
among a reasonably small number of mutually exclusive ac-
tions.

But our � should actually have more flexibility in the exam-
ple task considered: For example, to present 4 instructions,
it should be able to present 2 bundles of 2 instructions each.

If we allow this type of solution, we are faced with a different
type of decision problem, but one which likewise can occur
in many types of IUI: We can frame the problem in terms of
Markov decision processes (MDPs; see, e.g., [3]; [27], chap.
17).

Figure 8 characterizes the problem in such a way that it can
be handled by an MDP. The problem is framed as one of
how best to move

�
through a space of states by performing

actions. In our domain, each state is defined in terms of four
features, each of which is described by one box in Figure 8.

Each action that � can take leads to a transition to another
state with a given probability. Figure 8 summarizes the prin-
ciples that determine which states can be reached from a
given state and what the transition probabilities are.

+1

+1

−1

−1

⇒ 0 iff
no more
instructions

If +, ⇒ − with
probability depending
on N IN BUNDLE and
N IN WM

Always 1964 msec

Empirically derived
value, depending on
N IN BUNDLE and
N IN WM

COST OF ACTION
The averge duration of

the action

N TO GIVE:
0, 1, 2, ...
How many

instructions does S
still have to give?

N IN BUNDLE:
0, 1, 2, ...

How long is the
current bundle of

instructions?

N IN WM:
0, 1, 2, ...
How many

instructions does U
now have in working

memory?

CORRECT
PERFORMANCE?

+, −
Has U so far

avoided making any
errors?

GIVE
INSTRUCTION

S utters a single
instruction (e.g. "Set

X to 3")

WAIT FOR
EXECUTION
S waits for U to
execute a single

instruction

Action 1 Action 2State Features

Cost

Figure 8. Summary of the modeling of the example problem
as a Markov decision process.
(Each arrow shows a consequence of one of the two possible system actions
in terms of either time cost (top) or a change in a feature of the current state.)

For the simple task of presenting only two instructions, Fig-
ure 9 shows the resulting state transition graph. (The graphs
for larger numbers of instructions are similar, but they con-
tain much larger numbers of states.) The two states on the
right are the terminal states which are reached after all in-
structions have been executed. The upper one, correspond-
ing to correct execution, is associated with a reward: a num-
ber that reflects how important error-free task completion is.
This quantity is comparable to the variable WEIGHT OF ERROR

that appeared in our influence diagram. For example, if its
value is greater than 10, it is better for

�
to take 10 seconds

longer to complete the task than for her to make an error.
(Without loss of generality in this case, we assume that the
reward for completion with at least 1 error is 0.)

4.1 Plans for Presentations Without Feedback

We first consider the case where � gives all of its instruc-
tions without receiving any feedback on whether

�
executed

them correctly or not. � ’s goal is to find an optimal plan for
presenting the instructions, by considering what might hap-
pen when particular plans are used. For example, in Figure 9
we see that the plan of presenting the two instructions in a
single bundle can result in three possible paths through the
graph (the ones that pass through the uppermost state in the
third column), depending on

�
’s success in executing each

instruction. Only the topmost path, which is by far the most
likely one, ends in the state in which all instructions have
been executed correctly.
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+ CORRECT
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+ CORRECT
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+ CORRECT

1 TO GIVE

0 IN BUNDLE
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− CORRECT

0 TO GIVE
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+ CORRECT

0 TO GIVE
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1 IN WM

− CORRECT

0 TO GIVE

1 IN BUNDLE

1 IN WM

+ CORRECT

0 TO GIVE
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0 IN BUNDLE
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+ CORRECT

0 TO GIVE

0 IN BUNDLE

0 IN WM

− CORRECT

Reward
= W

Reward
= 0

Figure 9. States and transitions for the case of two instructions.
(The label for each arrow indicates the action (“G, Give Instruction”, with gray arrows, or “E, Wait for Execution”, with black arrows); the probability that the
action leads to the transition shown (always 100% for “G”), and the time cost of the transition (in msec). In this figure, these parameters are based on the data
from the experimental condition with distraction by a secondary task. The features listed for the states are explained in Figure 8.)

A straightforward procedure for finding the optimal plan is
the following one:

1. Construct all possible plans.
2. For each plan,

determine the set of possible paths through the graph
that might result from the execution of this plan;
for each such path consider its likelihood and its net
reward (the difference between its reward and its costs);
use this information to compute the expected utility of
the plan.

3. Choose the plan with the highest expected net utility.

Table 3 shows the plans that are chosen given various com-
binations of parameters, including cases where the number
of instructions is greater than the number that was included
in any condition of our experiment. When the number of in-
structions is 2, 3, or 4, the choices are similar to those that
were made with the simpler modeling, except that in some
cases � takes advantage of the possibility of breaking the
sequence up into subsequences of 2 or 3 instructions.

As with the previous modeling, when DISTRACTION? is present
� tends to choose slower, safer plans.17

17A few apparent deviations from this pattern can be found in the ta-
ble, but the plans shown are in fact optimal given the specific parameters
that were derived from the empirical data. With a different sample of data,
some parameter estimates would be different, especially where very low
error probabilities are involved.

 Without Distraction With Distraction
Steps Weights Plan Weights Plan

2 ≥ 0 (2) 0−4 (2)
   > 4 (1+1)

3 0−15 (3) 0−4 (3)
 > 15 (2+1) > 4 (1+1+1)

4 0−1 (4) 0−2 (4)
 > 1 (2+2) 3−4 (3+1)
   > 4 (1+1+1+1)

6 0 (4+2) 0−1 (4+2)
 1−6 (3+3) 2−4 (3+3)
 > 6 (2+2+2) > 4 (1+1+1+1+1+1)

8 0−1 (4+4) 0−3 (4+4)
 2−6 (3+3+2) 4 (3+3+2)
 > 6 (2+2+2) > 4 (1+1+1+1+

1+1+1+1)

10 0 (4+4+2) 0−2 (4+4+2)
 1 (4+3+3) 3−4 (3+3+3+1)
 2−6 (3+3+2+2) > 4 (1+1+1+1+1+

1+1+1+1+1)
 > 6 (2+2+2+2+2)   

Table 3. Plans for instruction presentation without feedback,
for various combinations of parameters.
(“( kml
n )” denotes a bundle of k instructions followed by another bundle
of n . Each range in the column “weights” shows the level(s) of importance
of error-free performance for which the corresponding plan is chosen.)
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 Without Distraction With Distraction
Steps Weights Basis for Policy Weights Basis for Policy

2 ≥ 0 (2) ≥ 0 (1)

3 0−8 (3) ≥ 0 (1+1+1)
 > 8 (1+2)   

4 0−2 (4) 0−2 (4)
 > 2 (2+2) > 2 (1+1+1+1)

6 0−4 (4+2) 0−4 (4+1+1)
 > 4 (2+2+2) > 4 (1+1+1+1+1+1)

8 0−2 (4+4) 0−2 (4+4)
 3−6 (4+2+2) 3−7 (4+1+1+1+1)
 > 6 (2+2+2+2) > 7 (1+1+1+1+1+

1+1+1)

10 0−4 (4+4+2) 0−4 (4+4+1+1)
 4−8 (4+2+2+2) 5−9 (4+1+1+1+1)
 > 8 (2+2+2+2+2) > 9 (1+1+1+1+1+

1+1+1+1+1)

Table 4. Policies for instruction presentation with feedback
for various combinations of parameters.
(The notation is as in Table 3. The basis for the policy is the grouping
of instructions that � uses as long as no error occurs; as soon as negative
feedback is received, � presents the remaining instructions in bundles of
maximal length.)

4.2 Policies for Presentation With Feedback

There are many scenarios in which our assistance system �
could receive immediate feedback on how

�
had executed

a given instruction. In such a case, it makes little sense for
� to derive and carry out a complete plan for presenting the
instruction sequence; instead, it should be prepared to adapt
its behavior to the feedback that it gets from

�
. It still makes

sense for � to look ahead and anticipate what might happen;
but the result of this process will be not a plan but a pol-
icy, which specifies what � should do under various circum-
stances. (In the terminology of decision-theoretic planning,
� will always be aware of the current state, and the process
is a fully observable Markov decision process.)

In our example domain, when
�

has executed a single in-
struction incorrectly, it is no longer possible to reach a ter-
minal state with a positive reward. So it might make sense
to give the system an action “Abort presentation of instruc-
tions” which it could perform after receiving feedback that
an error had been made. We assume for our example domain
that � is in fact obligated to present all of the instructions, no
matter how

�
carries them out. Hence a typical policy might

read “Present the instructions stepwise; but if
�

makes an er-
ror, give all of the remaining instructions in a single bundle
(to save time, since there is no chance of completing the task
without error anyway).”

For the same combinations of parameters as in Table 3, we
computed the optimal policies (using the method of value
iteration; see, e.g., [3]; [27], chap. 17). Table 4 shows the re-
sults. There is no easily understandable relationship between
the policies and plans for a given combination of parameters,
for two reasons:

1. The availability of feedback has consequences for plan-
ning that tend to cancel each other out:

One the one hand, � can plan more dangerously, since
it knows that if an error occurs early on, it can at least
rush through the rest of the instruction sequence and
save time, by presenting instructions in large bundles.
On the other hand, there is an advantage in dividing the
instructions into smaller groups, since then � will get
its feedback as soon as possible after each instruction.

2. The experimental data from which the probabilities and
costs were derived show some patterns whose influence
on the planning process is hard to anticipate intuitively.
For example, the execution time for the first instruction
in a bundle is considerably longer than that for the subse-
quent instructions in the same bundle, whereas the error
rate for the first instruction is much lower.

In sum, one lesson to be drawn from Tables 3 and 4 is that
the results of empirically based decision-theoretic planning
are not always easy to predict—or, by the same token, to
reproduce with simpler methods.

5 OTHER APPROACHES TO DECISION MAKING IN IUIS

To place the preceding discussion into perspective, we will
compare the decision-theoretic approach to decision making
discussed above with two of the approaches that are most
frequently used for IUIs. Although these approaches tend to
be implemented in very different ways, Figure 10 represents
each of them with a simple influence diagram, so that the
high-level relationships can be recognized more easily.

The first diagram simply summarizes more abstractly the
model that was introduced in Section 3.

5.1 Content-Based Recommendation

The first alternative type of decision making is found in sys-
tems that recommend documents, products, or other objects
to
�

on the basis of their attributes.

For concreteness, consider first a case where � ’s action is to
recommend exactly one web page that

�
might be interested

in at the moment. As Figure 10B indicates, one frequent
approach is to rate a large number of pages in terms of their
relevance with respect to

�
’s information need (as expressed,

e.g., in a query). This rating may determine by itself which
recommendation is made; or some other ratings may also be
take into account (e.g., the rating of the web page’s size, as
in Figure 10B), so that � ’s decision depends on some com-
bination of the ratings (e.g., a weighted sum).

An analogous approach is followed by product recommenda-
tion systems that use multi-attribute utility theory ([32]; [8])
as a basic framework (cf. [15]).18

To see a first difference between the second and the first dia-
gram, note that there are no variables in the second one that

18Examples of such systems can be found at the web sites of Per-
sonaLogic (http://www.personalogic.com/) and Frictionless Commerce
(http://www.frictionless.com/).
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A: Evaluation of Consequences:
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U’S ACTION
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High Iff Actions
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C: Apprenticeship Learning:

Figure 10. Simplified influence diagrams illustrating some
key features of three approaches to decision making in IUIs.
(Circles represent decision variables, rectangles chance nodes, and dia-
monds value nodes. The upper label for each node is an abstract charac-
terization, while the lower label gives a more specific example.)

represent consequences of � ’s actions that are caused by � ’s
decision. Instead, the attributes for which ratings are com-
puted are attributes of the object itself that is being recom-
mended. It is often difficult and unnecessary for � to antici-
pate specific consequences of its recommendation of a given
document or object for

�
. For example, a highly relevant

web page may help
�

to solve an important problem, or it
may simply be interesting for

�
to read.

Because it’s not a matter of predicting consequences, the
decision making process here is largely a matter of arriv-
ing at appropriate ratings of objects. When content-based
information retrieval is involved, this rating process makes
use of information retrieval techniques that are typically
sophisticated—and not actually suitable for implementation
in the form of an influence diagram. Where simpler attributes
of objects are concerned (e.g., the size of a web page; or, in
a product recommendation system, the physical size of the
product), the main problem is that of determining the user’s
preferences (e.g., what size is desired) and priorities (e.g.,
how important size is to

�
). Given this information, the rat-

ing process is usually straightforward, though a large number
of attributes and dimensions may be involved.

In sum, a methodology that involves the empirically based
prediction of consequences of system actions will usually
not be applicable to the question of which of a large num-
ber of objects is most suitable for

�
. But note that, once

this question has been answered, � may need to make one or
more follow-up decisions, for example: How obtrusively to
present the recommendation to

�
(if at all); and in what order

to present several recommendations. For decisions of these
types, it may once again be worthwhile to predict and weigh
the objective consequences, such as time costs, disruption of
other activities, and the likelihood that

�
will pay attention

to the recommendation (see, e.g., [21]; [12]; [5]).

Moreover, although it has so far not been usual for systems
to predict what will happen if

�
follows a recommendation,

there are possibilities here that deserve further attention. For
example,

�
may predictably wind up at the recommended

web page, or at the web site of the vendor of the recom-
mended product. Starting from this new state, it may be
worthwhile for � to make further recommendations (e.g.,
to visit directly linked pages), which would not have been
worthwhile before. In other words, the decision-theoretic
planning methods that were illustrated in Section 4 are poten-
tially applicable in the area of content-based recommenda-
tion, where they can be combined with existing rating tech-
niques (cf. [2]).

5.2 Apprenticeship Learning

A second frequent approach is to have an IUI learn how to
make decisions by observing some person (usually the user,
but perhaps an expert) who already knows how to make de-
cisions of the type in question. Here are some examples:

� learns how
�

categorizes and/or deletes emails, so that
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� can do this work for
�

(see, e.g., [20]).
� learns how

�
makes design choices for a graphical user

interface, so that � can make some of the decisions itself
([9]).
� learns from an expert the best way to perform sound
equalization, so as to be able to perform the expert’s task
for

�
([26]).

Various machine learning techniques have been employed
for the learning of this type of model, including decision
trees ([24]) and the nearest neighbor method ([26]). To facil-
itate comparisons, Figure 10C again shows an influence dia-
gram that could in principle be used to realize this approach
(although influence diagrams would not in general constitute
the most suitable implementation method).

Note that the main job done by an apprenticeship model is
the prediction of the action that

�
would take. The choice of

S’S ACTION usually amounts to adopting the most likely action
of
�

.

A comparison of Figure 10C with Figure 10A shows some
salient ways in which the apprenticeship approach differs
from our decision-theoretic paradigm:

1. As is shown by the node U’S ACTION, in order to learn this
type of model � has to receive feedback on the actions taken
by

�
in various situations. By contrast, when an action is

evaluated on the basis of its objective consequences, the main
thing that � needs to learn about is the consequences. This
property is an advantage in cases where there is no-one who
could serve as a “teacher”—in particular, where the actions
that � needs to perform are not the same ones that

�
might

also perform. To illustrate: For the example task discussed
in Sections 2–4, there may be no-one in the world who is
especially skilled at determining the optimal way of present-
ing the instructions, taking into account subtle facts about
execution times and error rates under different conditions.

2. It is not straightforward to take situation-dependent prior-
ities into account (e.g. the importance of reducing the size
of the mailbox, relative to that of preserving information,
corresponding to the nodes labeled WEIGHT in Figures 10A
and 10B). Any such variable would have to be represented as
one of the features that characterize the situations in which�

’s actions are observed; yet the situation-dependent prior-
ity cannot in general be observed directly. By contrast, when
what is being learned is the relationship between actions and
their consequences in various situations, priority variables do
not have to play a role in the learning process.

3. Where the learned model allows for more than one possi-
ble action, the choice between them does not take the conse-
quences of actions into account. Suppose, for example, that
the decision tree learned by an email apprentice specifies that
the user would probably want to delete the current message
without reading it (because in 13 out of the 19 similar cases
in the past,

�
did just this). The decision that is dictated by

the model is then to delete the message. The decision mak-
ing mechanism cannot explicitly take into account the fact

that the consequences of incorrectly deleting a message are
in general much more serious than the consequences of in-
correctly retaining it; because the mechanism does not refer
to the consequences of actions at all.

One response to this problem is to allow
�

to set a high
threshold of confidence that has to be exceeded before �
can take any action without

�
’s approval (see, e.g., [20]).

But this solution doesn’t do justice to the fact that differ-
ent actions have consequences of different degrees of sever-
ity (e.g., the threshold for the autonomous performance of
“delete” actions should be higher than the threshold for most
other actions, which in turn should not all be equal).

Other systems in this category deal with uncertainty about
the correctness of decisions by requiring

�
to confirm every

system action (see, e.g., [24]) or to choose from among a
small set of options suggested by � (see, e.g., [28]). In these
systems, � is not really making decisions but rather help-
ing

�
to make decisions more quickly by making options

available which
�

might have thought of independently. The
main benefit is that

�
needs to spend less time searching for

the desired option and physically specifying it.

4. Inspection of the learned model does not reveal the rea-
sons why the model dictates particular actions under particu-
lar circumstances. For example, Eisenstein and Puerta ([9])
point out that the decision trees in their interface generation
system are easily readable, in the sense that they make it easy
to see what decisions � will make in what situations: All
the reader needs to do to see what decision is dictated in a
given situation is to classify that situation using the decision
tree. On the other hand, the decision trees do not reveal why
these particular decisions are appropriate. With influence di-
agrams, we have more or less the opposite situation: The
graphical representation of an influence diagram will not im-
mediately reveal what decisions will be made in a given situ-
ations. On the other hand, an influence diagram does make it
clear which consequences of actions are taken into account
in the making of a decision. Moreover, it is more or less
straightforward (depending on the software used) to gener-
ate a summary of the decision rules that are implied by the
influence diagram, such as the one shown in Table 2.

As was the case with content-based recommendation, it may
in some cases be worthwhile to combine the apprenticeship
approach and the decision-theoretic approach so as to benefit
from their complementary strengths:

With the apprenticeship approach, a model is learned that
yields, for each situation, a set of reasonable candidate
actions—essentially, the ones that the user (or expert)
might perform in that situation.
The decision-theoretic approach is used to select among
these candidate actions.
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6 ALTERNATIVE WAYS OF LEARNING
DECISION-THEORETIC MODELS

In connection with our example system, the decision-
theoretic models were based on the data from a controlled
experiment. Of course it is not in general feasible to con-
duct such an experiment for each type of decision that an
intelligent user interface needs to make. And even if this is
feasible, the experiment is likely to be different from the real
situations in which the system is applied. We will therefore
consider various alternatives—at first leaving out of consid-
eration the second complication just mentioned.

6.1 What Users’ Data Should Be Employed for
Learning?

Various ways of learning the required models are discussed
at length in [34]. Here, we just summarize a few points in
order to put the discussion in the present article into perspec-
tive. This discussion refers to the learning of Bayesian net-
works and influence diagrams, but some of the points are
applicable to the learning of other types of models.

The following options are available:

1. Learn a general model, then use it without further learn-
ing in real situations. Once the initial learning has been
done, this method is relatively easy to implement: The
learned model can be applied to each new user without fur-
ther learning. The model can in principle be learned ei-
ther in a controlled study or on the basis of real usage
data. Controlled studies are usually more expensive, but they
have some clear benefits: Variables which are unobservable
and/or uncontrollable in real usage situations can often be
observed and manipulated in a controlled setting (e.g., the
variable DISTRACTION? in our experiment).

2. Learn an individual model for each user in a real ap-
plication situation. This approach is the one usually fol-
lowed when machine learning techniques are used to develop
adaptive interfaces. In fact, there have been few cases in
which models of “users-in-general” have been learned from
data.19 One obvious advantage is that we can skip the of-
ten expensive process of collecting and integrating data on a
large number of users. And the data about an individual user
in a real situation is often more relevant to decisions about
that user than data collected about other users in other more
or less different situations—especially for tasks where users
tend to differ strongly from each other. On the negative side,
it may require a lot of observations about a single user to
learn a useful model of that user (though this is not always
the case—see, e.g., [28]). During this initial learning period,
the system will not be able to make very useful decisions.

3. Learn a general model, adapt it to individual users. This
approach is basically just a combination of the first two ap-
proaches (although there are different ways of adjusting a
general model to an individual user). The extra overhead of

19For descriptions of learned Bayesian networks that refer to a population
of users, see [1], [19], and [5].

learning the general model may be justified if it is important
for a system to be able to start making useful decisions for
each new user right away.20 Many systems that perform col-
laborative filtering (see, e.g., [5]) can be seen as falling into
this third category.

We made an initial comparison of these approaches using
the data of the experiment described in Section 2: For each
of the 24 subjects, a general model was learned on the basis
of the data for the other 23 subjects, and an individual model
for that subject was learned from the subject’s own data, pro-
cessed incrementally in random order. We checked how well
the performance of each subject could be predicted with ei-
ther the general model, the individual model, or a combina-
tion of the two:

The general model yielded somewhat useful predictions
starting with the very first trial, whereas the individual
model performed very poorly at first, having little or no
information to go on.
The combination of the general and the individual model
started out performing no better than the general model,
but it outperformed the general model increasingly as more
individual data were used for learning.
After all 72 observations for a given subject had been used
for learning, the purely individual model was performing
about as well as the combination of general and individ-
ual models. If more observations on a given subject were
available, apparently there would come a point at which it
would be best to rely solely on the individual model.

For detailed discussion of these and other results, we must
refer to [34]. That paper also discusses the potential advan-
tages of learning causal models of users that include explana-
tory unobservable variables (e.g., COGNITIVE LOAD), as well as
ways of dealing with difficulties that arise in such learning
(see also [33]).

6.2 How Can Differences Among Situations Be Taken
Into Account?

Even more important than differences among users can be
differences among the situations in which a system is used.
For example, if we learned a good general causal model for
the specific situation of our experiment, we might find dif-
ferences like the following two in a real usage situation:

The individual task steps might be longer and/or cogni-
tively more demanding (or shorter and/or simpler).
Different types of situational distractions might arise,
which might be less or more distracting than the distrac-
tion task studied in our experiment.

We can distinguish two general approaches to dealing with
this problem:

20On the basis of this reasoning, Eisenstein and Puerta ([9]) start their
learning with a default initial decision tree, which they then allow to adapt
to the individual user. A roughly analogous strategy is pursued by speech
recognition systems that begin with a speaker-independent model and pro-
ceed to adapt to each individual speaker.
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1. Include some learning in the real situation of use. In par-
ticular, the advantages mentioned above of adapting a gen-
eral model to the individual user become greater if each in-
dividual user also operates in a somewhat different situation.

2. Modify the learned model by hand. Sometimes it may
be possible to modify the originally learned influence dia-
gram by hand on the basis of a theoretical analysis of the
changes in the context. To take a clear example where this
approach seems attractive, suppose that the only difference
between the original context o and the new context o:p is
that in omp , under stepwise presentation, the operation that

�
has to perform in order to confirm completion of a step takes
about 300 msec longer than it did in o . The only necessary
change in the influence diagram would seem to concern the
conditional probabilities (in the CPT for the node EXECUTION

TIME) that predict the execution time under stepwise presen-
tation. Specifically, the prediction should be increased by
	rqsj�&K�')�$�$ msec, where q is the number of steps in the se-
quence. Since errors have negligible frequency under step-
wise presentation, there is no reason to expect that the fre-
quency of errors would be affected by this change.

Engineering-oriented cognitive models that have been devel-
oped in human-computer interaction research, such as the
GOMS model and Model Human Processor ([7]) and their
descendants, are intended to support this type of prediction.
Still, an obvious limitation of this approach is that the conse-
quences of a change in context may not always be predictable
on the basis of theoretical analysis alone. Suppose, for exam-
ple, that it’s not the confirmation operation that is lengthened
but rather the execution of a typical task step (e.g., instead of
just clicking on a button,

�
now has to adjust the position of a

slider). This change will presumably not just lengthen execu-
tion times: Under bundled presentation, it will also lengthen
the time during which

�
has to remember the remaining in-

structions, thereby increasing the error rate. The size of the
increase in error rate is hard to predict reliably in the absence
of additional data.

7 USING THE DECISION-THEORETIC FRAMEWORK
AS A CONCEPTUAL TOOL

The problems mentioned so far will be so serious in many
cases that the whole idea of collecting and using empirical
data appears infeasible. But even then, it may be useful to
apply decision-theoretic concepts, replacing the detailed em-
pirical data with qualitative educated guesses, perhaps based
on previous research:

1. Specify the structure of the influence diagram that could
in principle be learned with empirical data, using what-
ever information, experience, or theoretical insight you
have available.

2. Describe at least qualitatively the relationships that you
think exist among the nodes in the influence diagram.

3. Formulate decision rules that seem appropriate in the light
of the qualitative analysis.

Along these general lines, Stephanidis, Karagiannidis, and
Koumpis ([31]) propose a method for formulating adapta-
tion rules within a decision-theoretic framework that is in
some ways similar to the one examined in this article. More
generally, The use of influence diagrams and related for-
malisms to help clarify a decision maker’s assumptions and
values is common practice in the field of decision analysis
(see, e.g., [8]).

To illustrate the use of influence diagrams as a conceptual
tool, we can consider the three diagrams shown in Figure 11.
These diagrams illustrate the potential—and limitations—of
attempts to arrive at adaptation policies without detailed em-
pirical data.21

7.1 One User Property, One Criterion Variable

Diagram 1 in Figure 11 refers to a training system that must
decide whether to explain a particular application (e.g., an
email system) with reference to a concrete, analogical con-
ceptual model (e.g., one involving a filing-cabinet metaphor)
or with reference to an abstract model. Here, the decision to
be made is of the simplest possible type, since only one user
property and one criterion variable are involved.

The graph to the left of the influence diagram shows a rela-
tionship that would call for different situations to be made
for different users: a crossover interaction such that the ana-
logical model leads to better performance for users with low
visual ability, while the abstract model is better for those with
high ability. This qualitative relationship is not only a nec-
essary one for justifying adaptation to individual users; it is
also sufficient in this case. It is not necessary to know the
exact quantitative nature of the interaction. So even if a de-
signer chose not to conduct an empirical study on this ques-
tion, they could justify the rules just mentioned if they could
argue that a crossover interaction must exist.

7.2 Two User Properties, One Criterion Variable

In Diagram 2, a second user property is taken into account
as well: the learning mode, which may be concrete or ab-
stract. One might be able to predict on theoretical grounds
the crossover interaction that Sein and Bostrom ([29]) found
(shown in the graph to the right of the influence diagram).
Unfortunately, merely qualitative knowledge of the two in-
teractions shown for Diagram 2 does not provide grounds
for formulating an decision rules: It’s obvious enough what
to do with users who have high visual ability and an abstract
learning mode; but what about those who combine high vi-
sual ability with a concrete learning mode? Without empir-
ical data on this specific group, one can only guess whether
their visual ability or their learning mode should predomi-
nate in determining the decision. So theoretically based rules
for this type of decision would be partly well-founded and
partly essentially arbitrary.

21To ensure realism, the first two diagrams are based on a report of an
experiment conducted by Sein and Bostrom ([29]).
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Figure 11. Influence diagrams that might be used for the
analysis of three related adaptation decisions.
(Explanation in text.)

7.3 One User Property, Two Criterion Variables

In Diagram 3, we suppose that for some reason the only
choice available to the system is between (a) presenting only
the abstract conceptual model or (b) presenting both the ab-
stract and the analogical model in succession. Although Sein
and Bostrom ([29]) didn’t investigate this question, we could
predict on theoretical grounds that the addition of the analog-
ical model would benefit all users to some extent—especially
those with low visual ability. So there’s no crossover that in
itself would justify making different decisions for different
users. Similarly, if we also consider only the second criterion
variable of training speed, using only the abstract model is
better for all users. The justification for treating users differ-
ently can be seen only when the overall value of the decision
is considered: For some users, the inclusion of the second
model may be worth the decline in training speed, while for
others it may not be. So to justify adaptation to individual
users, we would have to make some assumption about the
relative importance of performance and training speed; and
even then the formulation of a policy would involve a good
deal of guesswork unless the relevant empirical data were
available.

In sum, as the number of relevant variables increases, it be-
comes increasingly difficult to justify particular adaptation
rules solely on the basis of qualitative beliefs about the re-
lationships among the variables—even if it can be assumed
that these beliefs are correct. But even if useful empirical
data can’t be collected, the type of analysis proposed here
may help in the formulation of a coherent set of decision
rules and in the identification of the aspects of the rules that
are most likely to be wrong.

8 CONCLUDING REMARKS

At the present time, decision making methods that evalu-
ate the expected consequences of system actions are seldom
employed in intelligent user interfaces (though a number of
exceptions have been cited above). One reason is probably
that the fine-grained decisions for which they are generally
most suitable tend to constitute a small part of any given IUI.
Moreover, we have seen that the task of creating a sound em-
pirical basis for the application of such methods is challeng-
ing, especially when a wide range of users and contexts is
involved.

On the positive side, these methods have strengths that com-
plement those of the more frequently used methods:

They allow a differentiated consideration of tradeoffs
among consequences, taking into account situationally
variable priorities.
They lend themselves to the planning of sequences of re-
lated decisions in which each decision takes into account
the consequences of the previous ones.
They don’t presuppose the availability of data from a per-
son a who already knows how to make the type of decision
in question successfully.
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They make the rationale underlying decisions relatively ex-
plicit.

Because of these potential benefits, it seems worthwhile
for IUI researchers and designers to keep decision-theoretic
methods in mind as options which can supplement or replace
alternative ways of making decisions. Further research along
these lines is likely to produce more efficient methods and
tools for acquiring the necessary models and for employing
them within the architectures of intelligent user interfaces.
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