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Abstract
An increasingly important type of recommender
system comprises those that generate recommenda-
tions for groups rather than for individuals. The de-
cision of a group member whether or not to accept a
given recommendation can depend not only on her
own evaluation of the content of the recommenda-
tion but also on her beliefs about the evaluations
of the other group members and about their moti-
vation (e.g., egocentric vs. cooperative). Yet this
type of mutual awareness may be hard to achieve
when group recommendations are delivered by a
web-based system to group members who cannot
communicate face-to-face. After introducing these
issues on a general level, we discuss them more
concretely by discussing a prototype group recom-
mender system that uses several novel methods to
enhance mutual awareness among group members,
ranging from a group-oriented interface technique
for specifying preferences to animated characters
that serve as representatives of group members who
are not currently available for communication.

1 Introduction
One important form of web personalization is the recommen-
dation of products, documents, or services. The present paper
does not aim to contribute a new and better solution to one of
the well-known problems in this area. Instead, its main con-
tribution is to call attention to a new opportunity (and require-
ment) for personalization that arises when recommendations
are made not to an individual but to a group.

Even with recommendations to individuals, it is being rec-
ognized increasingly that the recommendation process does
not stop once a suitable recommendation has been made. The
user will have to decide which recommendation(s) (if any)
to follow. To make this decision, she may need to under-
stand the reasons for the recommendation; hence the current
interest in ways of explaining recommendations (see, e.g.,
[Herlocker et al., 2000]). She may also need information on
�
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how to follow the recommendation (e.g., where and how to
order a particular product). In some cases, she may need in-
formation that helps her to persuade some other person (e.g.,
a superior who must authorize a purchase) that following the
recommendation is a good idea. A recommender system is
typically in a position to support at least some of these post-
recommendation processes; and it would be short-sighted not
to take these processes into account in the design of the sys-
tem.

1.1 Synchronous Post-Recommendation
Communication

Post-recommendation processes are even more important and
complex when recommendations are being made to a group.
Unless the decision as to which recommendation(s) to follow
has been delegated to one group member (or to some other
person), arriving at this decision will require some sort of
communication and negotiation among the group members.

Consider, for example, the system MUSICFX
([McCarthy and Anagnost, 1998]), which selects a genre of
music for a fitness center on the basis of the stored music
preferences of the members who are currently working out.
Since the selected music is not recommended but rather
simply played automatically, there is no opportunity for the
people present to debate about whether to accept the selection
(though members have been observed trying to manipulate
the selection by revising their preference specifications in
artificial ways). If, instead, the training center personnel
first asked the members present to approve of the system’s
choice of a genre (e.g., “classic rock”), one can imagine
the sort of discussion that might arise. When a system’s
recommendations involve higher stakes (e.g., products or
services that will be used by all group members and that
require a significant investment), leaving the group members
out of the loop is unlikely to be an acceptable option.

The easiest case is perhaps the one where the group mem-
bers can communicate face-to-face (for example, if they are
jointly using a single device that is delivering the recom-
mendations): Even if the system does not provide any par-
ticular support for the discussion of the recommendations,
the group members may be able to negotiate fairly effec-
tively because of the high communication bandwidth. Each
member can comment on a recommendation, stating how ac-
ceptable she finds it and perhaps why she prefers an alter-



native solution. These comments may cause other members
to reconsider and revise their own specified preferences, es-
pecially if the preferences were not initially specified very
carefully or completely. The members may refer to group-
related considerations such as equity (e.g., “This solution is
much better for the two of you than it is for me”) and over-
all group utility. They may become aware of differences in
each others’ overall orientation; for example, it may become
clear that Member A is thinking only of his own interests
whereas Member B is thinking about how to ensure that all
members of the group end up being reasonably happy with
the chosen solution. In fact, a group member’s responses to
the recommendations made by the system may be influenced
more strongly by such group-related considerations than by
the member’s own evaluation of the recommendations (see,
e.g., [Carnevale and Pruitt, 1992] for a discussion of the im-
portance of such motivational orientations and the associated
strategies in negotiations). In short, communication and mu-
tual awareness play important roles when members of a group
need to arrive at a joint decision, even if it involves a simple
selection from a set of recommended solutions.

1.2 Asynchronous Post-Recommendation
Communication

Consider now a more difficult scenario, which may be more
typical of web-based group recommender systems: The
group members are not considering the recommendations in
the same place or even at the same time, and they are not in
a position to use synchronous communication media like the
telephone, audio- or videoconferencing, or text chat. How are
the group members supposed to arrive at a satisfactory deci-
sion? More specifically, how can we recreate at least some of
the broad-bandwidth communication and mutual awareness
that figure so importantly in the face-to-face situation? Tra-
ditional asynchronous communication media like email can
convey some of the relevant information (e.g., each group
member can write messages commenting on the recommen-
dations made). But in addition to being laborious, this type
of communication is wasteful in that much of the information
conveyed is information that is already possessed to some
extent by the recommender system: In order to be able to
generate recommendations, the system must know something
about the members’ preferences, and it must be able to pre-
dict members’ evaluations of particular solutions.1 A sys-
tem should therefore be able to create some degree of mutual
awareness while limiting the need for group members to in-
vest time and effort in post-recommendation communication.

1.3 Relevant Previous Work
In the field of computer-supported cooperative work, many
techniques have been developed for enhancing awareness of
other users (see, e.g., [Liechti, 2000] for an overview of such

1Exactly what information of this sort the system possesses de-
pends on the nature of the recommendation method(s) used. The
present paper considers the type of system for which users specify
their preferences explicitly. The methods required, say, for a pure
collaborative filtering recommender would have to be in part quite
different.

technique for web-based systems). Although most of these
techniques concern forms of awareness that are not especially
applicable to group recommender systems, some ideas can be
adopted. For example, the collaborative editor PREP (see,
e.g., [Neuwirth et al., 2000]) uses separate columns to dis-
play the comments of the several authors of a jointly authored
document; this method was one source of inspiration for the
collaborative preference specification method discussed in
2.1.

One particularly suggestive group recommender system is
POLYLENS ([O’Connor et al., 2001]), which uses collabora-
tive filtering to recommend movies to a group of acquain-
tances who want to go to a movie together. The authors
discuss various possible ways of displaying recommenda-
tions; the method they chose for POLYLENS shows the pre-
dicted rating of each recommended movie for the group as
a whole and for each of the group members individually.
This method allows users to see, for example, how satisfied
with each movie the least satisfied group member is likely
to be. Although this information could be of use in a post-
recommendation discussion among group members, the au-
thors do not discuss such post-recommendation processes.
(Since people who are planning to see a movie together
are usually located near each other, asynchronous computer-
supported communication is presumably seldom necessary.)

A characteristic feature of the prototype to be presented
here is the use of animated characters that serve as repre-
sentatives of group members who are not currently on-line.
Animated characters have often been used for personalized
recommendation, but the characters have in general repre-
sented persons doing the recommendation, and the emphasis
has been on effective communication about the recommended
items (see, e.g., [Cassell, 2001]). André and Rist [2001] in-
troduced the concept of teams of product presenters. Their
characters exhibit personality and express emotional reac-
tions to aspects of the products under discussion. The present
work makes use of much of the same technology, but the main
role of the animated characters is different: to serve as repre-
sentatives of absent group members and thereby to enhance
awareness of their points of view.

1.4 Overview of the Travel Decision Forum
Prototype

In the main part of this paper, we will discuss the issues raised
above more concretely by introducing a prototype system that
uses several methods to enhance mutual awareness in a group
recommendation context. The goal is not to propose this par-
ticular prototype as an implementation solution but rather to
suggest ideas that can be adapted in different ways, in a vari-
ety of contexts.

The prototype supports users in the following scenario:
Three friends want to plan a joint vacation. They are not able
to get together or to use synchronous communication media
to discuss their plans. Consequently, at any moment only one
group member will be interacting with the web-based system,
which will make use of stored information about the other
group members.

Figure 1 shows the setting in which the interaction takes
place: An animated character, the mediator, sits in front of



Figure 1. Snapshot of an interaction in the Travel Decision Forum.
The mediator’s proposal for the dimension Health Facilities is shown on the screen, as well as in the preference form at the bottom left (shown
fully in Figure 3). The two representatives have just rejected the proposal (cf. Figure 4 below), and the current user Claudia must now decide
how to respond to it herself.

a screen on which he can display possible solutions and pro-
posals. On the right, we see two animated characters that
represent the two absent group members (here: “Ritchie” and
“Tina”). In the front, we see the back of a character that rep-
resents the currently active group member (here: “Claudia”).
Unlike the other two characters, this character does not act
independently but rather serves as a means of making the cur-
rent member visible on the screen. In this snapshot, Claudia
has the opportunity to respond to a proposal made by the me-
diator, having heard the responses of the representatives of
Ritchie and Tina. We will now describe the interaction that
leads up to scenes like the one depicted in the figure.

2 Phase 1: Specification and Refinement of
Preferences

2.1 Collaborative Preference Specification
In the first of the two main phases of the interaction with
the system, each member specifies her preferences con-
cerning the vacation via a collaborative preference spec-
ification form (Figure 2). This form is in many ways
similar to preference specification forms that are famil-
iar from systems like the ACTIVE SALES ASSISTANT
(http://www.activebuyerguide.com/) and the once-popular
system PERSONALOGIC (which is no longer available): For

each of several value dimensions (shown on the tabs in the
form), a number of attributes are shown. For each attribute,
the user can give a rating between ��� (“Don’t want it”) and
��� (“Want it”). These ratings are interpreted in terms of mul-
tiattribute utility theory (cf. [Jameson et al., 1995]); we omit
details concerning their meaning and processing, since these
are not required for an understanding of the central points be-
ing made here. On the basis of the preference specifications
of each member, the system can evaluate a specific vacation
solution from the point of view of that member. Similarly,
after aggregating the preferences of the three members ac-
cording to any of various possible methods, the system can
evaluate any specific solution from the point of view of the
group as a whole.

The novel aspect of this preference specification form is
the way in which it allows the previously specified prefer-
ences of other group members to be viewed (optionally) by
the current member. This feature can be seen as a sim-
ple way of enhancing awareness of the preferences of other
group members (cf. the discussion of an earlier version by
[Plua and Jameson, 2002]). Despite its simplicity, this collab-
orative preference specification appears to yield considerable
benefits. For example, in a brief study that we conducted with
22 subjects, 14 stated that they preferred being able to see the
preferences of another group member while specifying their

http://www.activebuyerguide.com/


Figure 2. Dialog box for the collaborative specification of
preferences.
The currently active group member is Claudia. The preferences of
each member are represented by a uniquely colored letter; Claudia
cannot change the position of the letters “T” and “R”. The high-
lighting of two of the cells for each attribute is added only when
the mediator has presented an example solution: Highlighting of the
two rightmost cells in a scale indicates that the attribute in question
is present in the example solution.

own, while only 3 preferred not to have them shown and 5
were indifferent. When the preferences of another member
were shown, there was a tendency for the current user’s spec-
ified preferences to be more similar to the other member’s
preferences. Subjects’ comments indicated that they wanted
to minimize unnecessary differences in preference specifica-
tions so as to facilitate the reaching of agreement.

2.2 Testing Preference Specifications by
Requesting Example Solutions

During this first phase, at any point the current member can
perform a “reality check” on her specified preferences by re-
ferring to the items in a relevant database of possible solu-
tions. In the simplest case, the current member asks the me-
diator to show the solution from the database that fits best
with her own preferences as they have been specified so far—
that is, without regard to the preferences of the other mem-
bers. It is well known from experience with recommender
systems that users often want to check intermittently what
kind of solutions are likely to emerge, even after they have
input just a few preferences or ratings of their own. Not
only does this type of intermittent testing make the interac-
tion more interesting; it also gives the user important feed-
back about her preferences—for example, concerning unreal-
istic requirements or neglected aspects of the problem.

This type of incremental preference elicitation is supported
in many recommender systems (e.g., the ACTIVE SALES AS-
SISTANT mentioned above, the AUTOMATED TRAVEL AS-
SISTANT of [Linden et al., 1997], and the VEIL system of
[Blythe, 2002]). Our prototype once again introduces a some-
what novel group-related element: The current member can
ask to see an example solution that is based on the speci-

fied preferences of all of the group members, along with a
visualization of its relationships to the preferences of the in-
dividual members. The example solutions are summarized
on the screen behind the mediator and also shown in detail
through marking in the preference form. For example, in Fig-
ure 2, Claudia can see that with the current example solution,
as far as Health Facilities are concerned, her own expressed
preferences are fulfilled only with respect to the attributes
Whirlpool and Sauna. This result partly reflects the overall
pattern of preferences of the three members, but it is also due
in part to the distribution of these facilities in the hotels that
fulfill the group members’ other requirements. Contemplat-
ing the information shown in the form, Claudia may decide
to shift her priorities for the planned vacation and adjust her
preferences accordingly.

This first phase continues for the current member until that
member has indicated that she is not interested in continuing
to specify or adapt her preferences in this way.

3 Phase 2: Arriving at a Joint Preference
Model

3.1 The Goal of This Phase
In this phase, the group members’ goal is to agree on a joint
preference model: a single way of filling out the preference
specification form that can be used as a representation of the
preferences of the group as a whole. That is, what the me-
diator recommends is not specific vacation solutions (e.g.,
concerning particular hotels in particular countries) but rather
particular joint preference models, one for each value dimen-
sion. The decision making problem is viewed as having been
solved once such a model has been agreed upon for each
value dimension. This way of viewing the problem is most
obviously applicable when the set of specific candidate solu-
tions (e.g., next winter’s vacation catalog) is not yet available.
In this case, the group members can do no more than agree
on their criteria, and any specific solutions (e.g., from last
winter’s catalog) can serve only as examples, in the way il-
lustrated in 2.2. But even when the set of possible specific
solutions is already known, arriving through discussion at a
common set of criteria can be an effective approach, in that it
focuses attention on important differences in preferences and
offers opportunities to resolve them.

A somewhat different—and more familiar—form of inter-
action would be for the mediator to recommend only specific
solutions, which would then be discussed by the group mem-
bers and their representatives. The methods discussed in this
paper could also be applied in this type of setting, after some
adaptation.

3.2 Structure of the Interaction in Phase 2
In this second phase, animated characters representing the
two absent group members appear on the screen (cf. Fig-
ure 1). For each value dimension, the mediator moderates a
simple form of negotiation between the current member and
the two representatives, proceeding as follows:

Step 1. On the basis of the specified preferences of all
members, the mediator computes a proposal—a particular



Figure 3. Display of a proposal in the preference specifica-
tion form.
Here, the highlighting of one cell for each attribute represents the
proposed joint rating for that attribute.

way of filling out the preference specification form with re-
spect to one value dimension. (Methods for generating pro-
posals will be discussed in 3.5.) The mediator then displays
the proposal on the screen behind him. The screen in Figure 1
shows a proposal for the value dimension Health Facilities.
This proposal is also displayed in the preference specification
form, which the current member may inspect at any time: For
each attribute, the proposed joint rating is highlighted with a
white background (see Figure 3).

Step 2. The mediator gives each of the two representa-
tives an opportunity to portray the reaction to this proposal
of the corresponding real group member. For example, Fig-
ure 4 shows some of the reactions of the two representatives
to the proposal shown in Figure 3 (see 3.3 for further discus-
sion). Each performance ends with a statement of acceptance
or rejection of the proposal, which depends on whether the
representative’s evaluation of the proposal exceeds a thresh-
old specified by the corresponding real group member.

Step 3. The mediator asks the current member to respond
to the proposal. This response can take various forms:

1. The current member accepts the proposal.
If the other representatives have likewise accepted the
proposal, the mediator declares the discussion of the
current value dimension to be completed, and the pro-
posal is stored as part of the joint preference model.2

2. The current member adapts her preferences.
The performances of the two representatives may, for
various reasons, have induced the current member to re-
consider and change her own preferences. In this case,
the mediator will present in the next step a new proposal
which is based on the new set of individual preference
models.

2If one or both of the representatives has rejected the proposal,
it makes little sense for the current member to accept it; one of the
next two responses listed is more appropriate.

Figure 4. Snapshots from the performances of the represen-
tatives of Tina and Ritchie to the proposal shown in Figures 1
and 3.
Tina evaluates the proposal in terms of its deviations from her own
preferences: First she mentions the exact correspondences, then she
complains about the deviations, and finally she rejects the proposal.
Ritchie is interested only in whether the proposal is in some respects
better for Tina than for him.

3. The current member adapts the proposal.
For example, in Figure 1, Claudia may notice that the
mediator’s proposal happens to correspond with her
own preferences for all attributes. She can try to think of
possible changes to the proposal that will make it more
acceptable to Tina and Ritchie’s representatives—not an
easy task in this particular case.

4. The current member rejects the proposal.
This response makes sense only when the current mem-
ber sees no likelihood that further discussion of this
value dimension might lead to a mutually acceptable
solution. In this case, the mediator puts the current di-



mension aside for the time being. He will bring it up
again in the next interaction with one of the other group
members; perhaps this member will see some way of
achieving consensus through a response of type 2 or 3.

Step 1 again. The mediator goes back to Step 1, presenting
a new proposal for discussion. Depending on what has just
happened in Step 3, this proposal will be either a counterpro-
posal offered by the current member or a proposal generated
by the mediator concerning either the current value dimen-
sion or the next dimension.

3.3 Performances of the Representatives

The performances of the animated characters (Figure 4) are
designed to place the current member in a position that is
more or less similar to that of a person who, in face-to-face
communication with another person, tries to recognize that
person’s motivation, preferences, and specific points of view.

Each representative responds to a proposal by (a) com-
menting on the aspects of the proposal that are most impor-
tant for the group member that it represents, (b) summariz-
ing that group member’s presumed overall evaluation, and (c)
announcing acceptance or rejection. Gestures, facial expres-
sions, and speech output make these performances more nat-
ural and vivid, while making it less necessary for the current
member to attend to the details of the formulations.

One typical consequence of these performances is to make
it clear to the current member that not only she but also the
other members are in general making sacrifices if they agree
to a compromise proposal. The current member’s own sac-
rifices tend to be relatively salient to her, and they may even
evoke emotional responses—for example, when she agrees to
do without her favorite sports activity or (as a smoker) to stay
in a nonsmoking room. It is less obvious to her, without some
sort of emphasis, that the other members have to make similar
sacrifices: These sacrifices can in principle be recognized in
the preference specification form (cf. Figure 3) as cases where
the letter for the member in question lies (far) away from the
highlighted cell representing the proposal. But this represen-
tation is much more abstract than the current member’s own
responses; and because of the large amount of information in
the form, relevant information can easily be overlooked.

The performances of a representative also convey an im-
pression of the motivational orientation of the group mem-
ber in question. On the basis of utterances like those shown
in Figure 4, it is fairly easy to recognize motivational orien-
tations like egocentrism or an obsession with equity, which
would be harder to communicate in other ways.

Although the current member cannot change the prefer-
ences or motivation of the representative of another group
member, she can influence the speed and degree of detail of
the representatives’ performances. In particular, a user can
gradually diminish her own reliance on the performances of
the animated characters, if she so desires, relying more and
more on the information presented compactly in the prefer-
ence specification form, once she has become accustomed to
interpreting it.

Figure 5. A screen for specifying the evaluation criteria of a
representative concerning the absolute utility of proposals.
Tina’s representative has been instructed to evaluate a proposal
solely in terms of how well it corresponds with Tina’s own pref-
erences. The representative could also be instructed to verbalize the
evaluations as if Tina were more concerned about the other group
members (via the options “Ostensibly cares about . . . ”); this possi-
bility is not discussed in this paper.

Figure 6. A screen for specifying the motivation of a repre-
sentative concerning the relative utilities of proposals for the
different group members.
Ritchie’s representative has been instructed to evaluate a proposal
negatively to the extent to which it is more favorable for Tina than
for Ritchie.

3.4 Motivational Orientation of the
Representatives

As was mentioned in 1.1, members in a decision making
group can have a wide variety of motivational orientations.
Accordingly, the prototype allows each real group member
to specify not only her preferences but also the motivational
orientation that her representative is to adopt.



Figure 7. Screen for specifying the strategy to be applied by
the mediator in generating proposals.
In the upper half, a mechanism for aggregating the preferences rela-
tive to each attribute is specified, as is explained in the text.

Figures 5 and 6 show the key settings for Tina and Ritchie,
respectively. These two orientations, chosen here for pur-
poses of illustration, are simple and egocentric: The differ-
ence is that Tina is concerned that a proposal should be fa-
vorable for her, whereas Ritchie is worried only about the
relative desirability of a proposal for Tina vs. himself. By
contrast, Tina could have specified a cooperative motivation
in Figure 5 by choosing the option Yes with respect to all three
group members. Similarly, concern about absolute utility can
be combined with concern about relative utilities.

The motivational orientation of a representative determines
which aspects of a given proposal a representative (a) will
comment on and (b) will take into account when deciding
whether to accept or reject the proposal. Specifically, if the
representative is concerned about the absolute utility for a
given person, it will take into account any deviations of the
proposal from the preferences of that person; how large the
deviation has to be in order to be worthy of comment is deter-
mined by a verbosity parameter that the current member can
set. If the representative is concerned about relative utility, it
takes into account differences in deviations.

3.5 Methods for Generating Proposals
When a proposal is to be generated by the mediator (instead
of by the current member), part of the goal is to compute a
proposal that is likely to be acceptable to the current mem-
ber and to the two representatives. Although a thorough dis-
cussion of this problem is not possible here, a sketch of the
approach taken in the prototype will call attention to some
typical issues that arise (see also [Jameson et al., 2003]).

The prototype provides several mechanisms by which the
mediator can generate a proposal, the choice of which can be
influenced by the mediator and/or the current member:

1. The averaging mechanism: For each attribute, the aver-
age of the three ratings is chosen, with the result being
rounded off where necessary.

2. The median mechanism: For each attribute, the median
of the three ratings is chosen.

3. The random-choice mechanism: For each attribute, one
of the three ratings supplied is chosen randomly.

4. An automatically generated nonmanipulable mecha-
nism.

Mechanisms of this fourth type are generated via
a specific application of a general method devised by
Conitzer and Sandholm [2002]: A (possibly nondeterminis-
tic) mechanism is computed on the fly that maps each pos-
sible set of three individual ratings onto a single joint rating.
The generated mechanism is nonmanipulable: It ensures that
a group member cannot expect that a proposal more favorable
to her will be generated if she specifies her preferences inac-
curately. This potentially desirable property of a mechanism
is shared by the median and random-choice mechanisms; but
with the averaging mechanism, a member can sometimes be
tempted to give an inaccurate, extreme rating for a given
attribute in order to ensure that the proposal generated for
that attribute corresponds with her own true preference. At-
tempts by individual group members to gain an advantage
(perhaps unconsciously) by distorting their preference spec-
ifications can be a serious issue in group recommender sys-
tems, as early experience with the MUSICFX system illus-
trated ([McCarthy and Anagnost, 1998, p. 370]). Measures
that enhance group members’ awareness of each others’ pref-
erences can actually encourage such manipulation by making
it easier to determine the optimal manipulation.

As can be seen in Figure 7, within the constraint of non-
manipulability, the automatically generated mechanism is de-
signed so as to maximize a weighted average of (a) overall
utility for the three group members and (b) equity, the extent
to which a proposal is equally desirable for all members. This
maximization process takes into account the a priori probabil-
ities of particular preferences. For example, the probability
distribution specified in Figure 7 reflects the assumption that
preferences on the left-hand side of the scale are relatively
infrequent.3

The use of nonmanipulable mechanisms for proposal gen-
eration does not eliminate all opportunities for manipulation:
Group members are not obligated to accept any of the pro-
posals generated, and they have opportunities to change their
preferences repeatedly. Moreover, automatically generated
mechanisms tend to be relatively hard for users to understand
and accept. Still, nonmanipulable mechanisms can contribute
to efforts to deal with the problem of insincere preference
specification.

3.6 Ultimate Results of the Interaction
The interaction described in this section continues until the
current member has either (a) agreed (to the extent possible)
with the representatives of the other members on a joint pref-
erence model for each value dimension or (b) run out of time

3Our tests with potential users have shown that a negative pref-
erence concerning a given attribute typically arises when one group
member is worried that other group members will spend too much
time on the option in question, reducing the time available for joint
activities.



or interest. At this point, even if there are still some value
dimensions for which no joint preference model has been
agreed upon, there may have been considerable movement in
the direction of an agreement concerning these dimensions:
The current member may have adapted her preference spec-
ifications in a way that reduces the amount of conflict; she
may have adopted a more cooperative orientation toward the
evaluation of proposals; and she may have increased the lee-
way granted to her representative in accepting compromise
proposals. When the next group member interacts with the
system (seeing, of course, the animated character representa-
tive of the previous current member instead of his own repre-
sentative), there will be opportunities for further convergence.

3.7 The Overall User Experience
The ways in which the methods embodied in this prototype
enhance mutual awareness, especially in Phase 2, can be fully
appreciated only through interaction with the prototype itself.
After a brief period of getting used to the rather unusual as-
pects of the interaction, the current group member finds her-
self focusing on the higher-level question: “How can I arrive
at a satisfactory agreement with these two people concern-
ing the aspect of the decision currently under discussion?” In
doing so, the current member tries to understand the represen-
tatives’ reactions to previously discussed proposals, to assess
their motivation and the amount of leeway that they have in
accepting proposals, and to predict how they will react to new
proposals. These judgments can be based on the behavior of
the animated characters, on the information presented in the
preference form, or (most likely) on both sources of informa-
tion. The user can adjust most aspects of the behavior of the
animated characters to suit her own taste.

4 Concluding Remarks
The presentation of the Travel Decision Forum has called at-
tention to a number of issues for group-oriented recommen-
dation that do not arise with recommendation that is oriented
toward individuals. For practical settings in which communi-
cation among group members about recommendations is de-
sirable or necessary, and in which only asynchronous com-
munication is possible, it may be worthwhile to adapt some
subset of the methods presented here. Even in settings where
these methods are infeasible (e.g., because of technical lim-
itations) or unnecessary (because adequate communication
among group members can take place through more conven-
tional channels), designers and researchers may find the pro-
totype presented here helpful as a reminder of the importance
and complexity of post-recommendation communication and
decision processes.
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