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Human Decision Making and Recommender
Systems

Anthony Jameson, Martijn C. Willemsen, Alexander Felfernig,
Marco de Gemmis, Pasquale Lops, Giovanni Semeraro, and Li Chen

18.1 Introduction and Preview

What is the function of recommender systems? There are various possible answers;
but in this chapter, we view recommender systems as tools for helping people
to make better choices—not large, complex choices, such as where to build a
new airport, but the small- to medium-sized choices that people make every day:
what products to buy, what documents to read, which people to contact.1 From
this perspective, recommender systems researchers and designers should have a

1There is no crisp distinction in English between “choosing” and “deciding”. We will mostly use
the former term, since “decision making” is often associated with complex problems requiring
deep thought and analysis, whereas recommender systems are more commonly used in connection
with smaller, less complex problems.
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solid broad understanding of how people make choices and how the process of
making choices can be supported. The main reason is that it is often desirable or
necessary to keep the chooser in the loop: Arriving at a choice is in general best
seen as involving collaboration between the chooser and the recommender system.
Leaving the chooser out of the loop makes sense in some extreme cases, as when a
music recommender (see Chap. 13) chooses music and plays it without consulting
the listener; or when an intelligent house automatically sets parameters such as
temperature and air circulation. Note that in cases like these we would often speak
not of a “recommender system” but of an agent that performs tasks on behalf of a
person.

There are two basic ways in which a recommender system can keep the chooser
in the loop:

1. Take over only a part of the processing that is required to make a choice, leaving
the rest to the chooser.

For example, many recommenders use their algorithms to reduce a very large
number of options to a smaller subset but then leave it to the chooser to select an
option from the subset (see Sect. 18.6).

2. Generate an overall recommendation and present it to the chooser; but also offer
an explanation of how the recommendation was generated, so that the chooser
can decide for himself whether he wants to (a) follow the recommendation2; (b)
deviate from the system’s line of reasoning while still using part of it; or (c) reject
the system’s recommendation entirely.
A discussion of explanations from the point of view of choice support will be
given in Sect. 18.4.2.

This chapter begins with a compact overview of the psychology of everyday
choice and decision making—called the ASPECT model—that is based on a broad
range of psychological research and formulated so as to be relevant and accessible to
recommender systems people. We will see that considering these patterns one by one
gives us new ideas about how recommender systems can support particular aspects
of human choice. We then provide a high-level overview of strategies for helping
people make better choices—the ARCADE model—discussing how recommender
systems can make use of these various strategies.3 The succeeding sections of
the chapter consider in turn a number of general topics in recommender systems
research and show how they can be better understood in terms of the models of
choice and choice support.

As an idealization, we assume in this chapter that the main goal of a rec-
ommender system is to help people make choices that they themselves will
ultimately be satisfied with. In particular, if a chooser decides to reject the system’s

2To avoid clumsy formulations like “him- or herself” when using personal pronouns in a generic
way, we will alternate between the masculine and feminine forms on an example-by-example basis.
3Much more detail on the ASPECT and ARCADE models will be found in the book-length
monograph by Jameson et al. [39].
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recommendations and choose differently, that’s no problem as long as the chooser is
ultimately satisfied with her choice. In practice, there can be reasons why a system
designer does want the chooser to tend to accept the recommendations (e.g., if the
recommender system is intended to persuade the chooser to eat healthier food or to
buy a particular company’s products). In these cases, designers are likely to want
to introduce some forms of bias into the system (e.g., recommending a particular
class of options especially often; or making the recommendations seem to be better
founded than they really are). Since introducing bias is in general fairly easy to do,
we will leave the determination of how to do so as an exercise for the interested
reader, so as to be able to focus here on the core issues raised by the goal of choice
support, which are quite complex enough in themselves.4

18.2 Choice Patterns and Recommendation

The question “How do people make choices?” is surprisingly hard to answer, even
if you are familiar with the vast and impressive scientific literature on this topic
in psychology, economics, and other fields. Recommender systems people are in
a good position to understand why, since the same difficulty would arise with the
question “How can a computer program make recommendations?” In both cases,
the top-level answer is: “There are a number of different approaches, and they can
be combined in various ways.”

With regard to computational recommendation, the various different paradigms
(content-based, knowledge-based, etc.) and the ways of combining them have been
ably described in works like those of Burke [9, 10]. The ASPECT model [39, Sect. 3]
aims to do something similar for human choice: It distinguishes six human choice
patterns, which are summarized in Table 18.1.5 Each of these patterns is sometimes
found in its pure form, but they are often blended together in various ways (see
Sect. 18.2.7).

An advantage of distilling out these six choice patterns is that it becomes possible
to think in detail about how to support choice when it occurs according to each
pattern. As can be seen in Table 18.1, each pattern comprises a set of typical
processing steps that are mostly different from the steps found in the other patterns.
With regard to each pattern, we can ask: What can a recommender system do to
help people to execute these steps more successfully? In this way, we will be able
to identify a number of possible applications of recommendation technology that
would otherwise be more difficult to discern.

4More discussion of the distinction between the contrasting goals of persuasion and choice support
is given in [39, Sect. 1.2].
5ASPECT is an acronym formed from the first letters of the six patterns.
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Table 18.1 Overview of the six choice patterns that make up the ASPECT model (C = the chooser)

Attribute-based choice Consequence-based choice
Conditions of applicability Conditions of applicability

– The options can be viewed meaningfully as
items that can be described in terms of
attributes and levels

– The (relative) desirability of an item can be
estimated in terms of evaluations of its levels
of various attributes

– The choices are among actions that will
have consequences

Typical procedure Typical procedure

– (Optional:) C reflects in advance about the
situation-specific (relative) importance of
attributes and/or values of attribute levels

– C reduces the total set of options to a smaller
consideration set on the basis of attribute
information

– C chooses from a manageable set of options

– C recognizes that a choice about a
possible action can (or must) be made

– C assesses the situation
– C decides when and where to make the

choice
– C identifies one or more possible actions

(options)
– C anticipates (some of) the consequences

of executing the options
– C evaluates (some of) the anticipated

consequences
– C chooses an option that rates (relatively)

well in terms of its consequences

Experience-based choice Socially-based choice
Conditions of applicability Conditions of applicability

– C has made similar choices in the past – There is some information available about
what relevant other people do, expect, or
recommend in this or similar situations

Typical procedure Typical procedure

– C applies recognition-primed decision
making

– or C acts on the basis of a habit
– or C chooses a previously reinforced

response
– or C applies the affect heuristic

– C considers examples of the choices or
evaluations of other persons

– or C considers the expectations of
relevant people

– or C considers explicit advice concerning
the options

(continued)

In this section, we will focus on the core functionality of recommender systems:
their ability to suggest which of a set of options a person should choose or how a
person should evaluate a particular option.6

6In the terminology of the ARCADE model (Sect. 18.3 below), this strategy is called Evaluate
on Behalf of the Chooser. As we will see in that section, recommender systems typically also
support choice with applications of other strategies that are not specifically associated with
recommendation technology.
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Table 18.1 (continued)

Policy-based choice Trial-and-error based choice
Conditions of applicability Conditions of applicability

– C encounters choices like this one on a
regular basis

– The choice will be made repeatedly; or C
will have a chance to switch from one
option to another even after having started
to execute the first option

Typical procedure Typical procedure

– [Earlier:] C arrives at a policy for dealing
with this type of choice

– [Now:] C recognizes which policy is
applicable to the current choice situation and
applies it to identify the preferred option

– C determines whether actually to execute the
option implied by the policy

– C selects an option O to try out, either
using one of the other choice patterns or
(maybe implicitly) by applying an
exploration strategy

– C executes the selected option O
– C notices some of the consequences of

executing O
– C learns something from these

consequences
– (If C is not yet satisfied:) C returns to the

selection step, taking into account what
has been learned

To give a more concrete idea of the choice patterns and the relationships among
them, we will refer to the following situation: An English-speaking tourist who is
about to visit France would like to buy a French-English dictionary for his or her
smartphone from an app store that offers a number of relevant dictionaries.

18.2.1 Attribute-Based Choice

If a user applies the attribute-based pattern, he will view each dictionary as an object
that can be described in terms of various evaluation-relevant attributes (e.g., number
of entries, usability, and price), some of which are more important than others. Each
object has a level with respect to each attribute, such as a particular number of
entries, which the user may or not be aware of in advance. The chooser can assign a
value to an object’s level of an attribute. Roughly speaking, the chooser will tend to
select a dictionary that seems attractive in terms of the values of the levels of (some
of) its attributes, with the more important attributes influencing the choice relatively
strongly. But there are many specific ways of applying the attribute-based pattern,
ranging from thoroughly considering each object’s levels on many of its attributes
to considering only a small sample of the attribute information and selecting an
object that looks (relatively) good in terms of the sample. Useful entry points to the
literature on attribute-based choice include [36, 66], [67, Chap. 2], and [5].
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In principle, it is possible for a recommender system to take over just about the
entire process of attribute-based choice from the user if it can acquire some useful
hypotheses about the chooser’s evaluation criteria (i.e., the relative importances of
attributes and the values of levels of attributes) But there are also ways in which a
recommender can help even while keeping the chooser in the loop:

1. The first way concerns the first of the three main steps listed for this pattern in
Table 18.1: People often do not bring stable and appropriate evaluation criteria
to a choice problem but rather develop them while choosing (see Sect. 18.7.2).
Hence it can be useful for a recommender system to tell the chooser something
like “For a person in your situation, a French-English dictionary ought to have
at least 30,000 entries”. This strategy of recommending evaluation criteria is
sometimes found in knowledge-based recommender systems (see Chap. 5). But
on the whole, recommending evaluation criteria is much less common than
recommending particular items.

2. An obvious and frequently applied way in which a recommender system can help
with attribute-based choice is in the second main step: reducing a very large set
of options to a smaller consideration set. The initial set of potentially choosable
options (e.g., books sold via an e-commerce website) is often so large that a
chooser could not possibly consider each item. When choosing without the help
of a recommender system, people often apply very simple winnowing strategies
(see, e.g., [20]) for this purpose, such as eliminating all options that fail to meet
some threshold with regard to one important attribute. Even a highly imperfect
recommendation algorithm can often do a better job of winnowing, while still
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Here again, looking at Table 18.1, we can see points at which a recommender
system can support consequence-based choice:

1. The recommender system can help the chooser to recognize that a choice can be
made and to decide when and where to make it. Consider, for example, a system
like COMMUNITYCOMMANDS [49], which suggests commands that a user of
a complex application could execute in the current situation. Regardless of the
value of the specific recommendations, the system is in effect telling the user
that there is more than one command that could be used in the current situation
and that this is a good time to consider which one to use. A recommender
could in principle focus entirely on this specific form of choice support, saying
something like “I recommend thinking now about what command to use in
this situation”. This type of recommendation could be useful when (a) the
recommender does not have good reasons for recommending any specific option;
but (b) the recommender is able to determine in a personalized way when and
where the user should think about a particular type of choice.

2. The recommender can help the user to identify one or more options he didn’t
know were available, such as obscure commands or configuration settings—a
useful function even if the chooser ends up evaluating these options entirely on
his own.

3. The recommender can help the chooser arrive at evaluations of particular
consequences. Even if a chooser knows that a particular consequence will occur
(e.g., having to download a high-quality French-speaking voice with a size
of 100 MB), she may have a hard time anticipating accurately how good or
bad this consequence will be for her. A recommender system could in effect
“recommend”—or warn against—particular unfamiliar consequences instead of
entire options (compare the approach mentioned in Sect. 18.2.1 of recommending
particular evaluation criteria within the attribute-based pattern).

18.2.3 Experience-Based Choice

The two preceding patterns can involve some quite elaborate reasoning about the
merits of the available options. The remaining four ASPECT patterns describe how
people use quite different approaches to arrive at choices in ways that are typically
quicker and less effortful.

Experience-based choice occurs when the chooser’s past experience with the
choice situation and/or with particular options directly suggests some particular
option. For example, if the chooser has had positive experience with the dictionaries
of a particular publisher, he is likely to have a good feeling when he thinks
about purchasing another dictionary from the same publisher, even if he does
not remember the previous experiences. Or he may have fallen into the habit
of purchasing products from a particular publisher, even without any particularly
rewarding experiences. In Table 18.1, four specific variants of this pattern are
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distinguished, which are discussed in [39, Sect. 7]. The principle that they have in
common is that the chooser selects an option that has worked well (or adequately)
in the past.

Entry points to the literature on experience-based choice include [3, 45, 70, 95]
and [30].

On a high level, case-based [83] and content-based [53] recommender systems
can be seen as taking over (part of) the process of experience-based choice by
analyzing the chooser’s relevant previous experiences to determine which of the
currently available options they suggest. One way in which a recommender system
can support experience-based choice while keeping the chooser more in the loop
is by helping the chooser to remember and take into account relevant aspects
of her previous experience, such as the specific actions that the chooser has
performed in the past and the feelings that she had while performing them. The
term recomindation [69] has been coined to refer to this approach.

18.2.4 Socially Based Choice

People often allow their choices to be influenced by the examples, expectations,
or advice of others. If many other people have tried a given dictionary and
rated it positively, their ratings can be seen as a summary of a great deal of
relevant experience that it would be impractical for the current chooser to acquire
himself. In addition to providing such social examples, other people can have social
expectations (e.g., as to what is considered cool or politically incorrect) as well as
explicit advice.

Entry points to the literature on socially based choice include [27], [16, Chaps. 4
and 6], and [87, Chap. 3].

Collaborative filtering can be seen as a way of automating the “follow social
examples” subpattern of the socially based pattern; but a closer look at this pattern
[39, Sect. 8] brings to light additional ways in which recommender systems can
support it:

1. Whereas collaborative filtering normally (directly or indirectly) considers exam-
ples from people who are similar to the current chooser in some respects, the
class of similar people is not always the most relevant class: Sometimes a chooser
wants to make choices that are characteristic of a group of people to which she
does not (yet) belong (for example, people who are more advanced in a particular
domain or who enjoy higher prestige). Some trust-based recommender systems
[91] take into account the social relationships between the chooser and the other
persons whose opinions and choices are being considered.

2. What is interesting about other people is often not the examples that they provide
but the expectations that they have. For example, for a user who wants to become
a well-regarded member of an online community, recommendations about how
to behave are often better based on the (explicit or implicit) expectations that
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govern behavior in that community as opposed to the actual typical behavior of
members, which may largely fail to conform to these expectations.

3. The third variant of the socially based pattern involves not following examples
or expectations but rather taking explicit advice into account. One way in which
a recommender system can support this pattern is by helping the chooser to find
persons who can provide good advice, as is done in many expert finding systems
(see, e.g., the summary in [40, p. 444]).

4. This advice taking subpattern of the socially based pattern is even more relevant
to recommender systems on a different level: When the chooser is aware of
the fact that he is being offered recommendations,7 it is natural for him to
consider (mostly quickly and intuitively) some of the same questions that he
would consider when taking advice from a human advice giver (see, e.g., [8, 42]),
some of which concern the advice giver’s credibility (see Chap. 20). In fact, it
is often appropriate to view the user of a recommender system as applying a
combination of (a) the advice taking subpattern of the socially based pattern, with
the difference that the advice giver is not a person but a recommender system;
and (b) one or more other choice (sub)patterns (see Sect. 18.2.7 for a discussion
of combinations of choice patterns). We will return to this point when discussing
the topic of explanations (Sect. 18.4.2).

18.2.5 Policy-Based Choice

Sometimes, the choice process can be seen as comprising two phases, which may
be separated considerably in time: In the first phase, the chooser arrives at a policy
for making a particular type of choice (e.g., “When buying a dictionary for your
smartphone, always choose the Oxford dictionary if one is available”). Later, when
faced with a specific choice to make, the user applies the policy.

Policy-based choice has been discussed mainly in the literature on organizational
decision making, where policies play a more obvious role than they do with
individual choice (see, e.g., [59, Chap. 2]). Relevant research on individual choices
has been conducted in connection with the concepts of choice bracketing [75] and
self-control [73].

1. A relatively neglected way of supporting a policy-based choice is to recommend
a policy to the chooser. An example would be a system that recommended a
diet or an exercise regime for the user to follow. This type of recommendation
can be especially valuable in that it is often difficult for a chooser to evaluate a
possible policy, partly because of the difficulty of anticipating what consequences
its application will have in the long run. To take a striking example: Camerer et al.

7This type of awareness is often absent, as when the recommender system adapts the order in which
a list of options is presented to the user without announcing the fact that it is doing so.
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[11] found that taxi drivers who can choose how many hours to drive each day
often apply a simple policy (“Drive each day until you have earned a fixed target
amount of money”) that in practice tends to minimize rather than maximize their
hourly earnings.

2. An easier and more frequently found type of support is for a system to help
the user apply a particular policy (e.g., concerning what types of newspaper
story to read each day) by (a) having the chooser formulate the policy somehow
and (b) automatically executing the policy whenever a relevant case arises.
An example is a system for personalized news reading that allows the user
to assign priorities to particular types of news item so as to influence the
news stories that are presented to her. Recommender systems that ask users to
specify their general “preferences” explicitly and that then apply these evaluation
criteria to subsequent choices can be seen as supporting policy-based choice; see
Sect. 18.5.1 for more discussion of what “preferences” actually are.

18.2.6 Trial-and-Error-Based Choice

Especially if none of the other patterns leads readily to a choice, a chooser will
sometimes simply (perhaps randomly) choose an option and see how well it works
out. For example, our dictionary chooser might download the free dictionary and
quickly look up a few words, judging whether it seems worthwhile to spend money
on one of the other dictionaries.

It is useful to view the trial-and-error-based pattern as being applied even in some
cases where the chooser does not go all the way in executing the chosen option. For
example, our dictionary chooser might “try out” a dictionary in the weaker sense of
closely examining its description in the app store and carefully reading the reviews.
The choice process and the appropriate forms of support are in many ways similar
to those that arise when more thorough trials are involved.

Trial-and-error-based choice has been studied from various perspectives in the
psychological literature, mostly not associated with the term “trial and error” (see,
e.g., [17, 51, 68, 74], and [97]).

1. One important way in which a recommender system can support trial-and-error-
based choice is by helping the chooser to decide, at each point in the cycle, which
option(s) to try out next—a type of decision which, upon close inspection, turns
out to involve a surprising variety of considerations. A relatively novel approach
would be for a recommender explicitly to recommend an exploration strategy: a
strategy for choosing the next option to try out (e.g., “In this situation, it seems
best to try out the highest-rated dictionaries first, even though they are the most
expensive ones”). An approach more commonly taken by recommender systems
is to support the execution of a particular exploration strategy; variants of this
approach are discussed in Sect. 18.7.
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2. Recommender systems can also support the second main part of the trial-and-
error-based pattern: learning from the experience acquired in trying out an option.
Among other things, a recommender system can suggest what aspects of the
outcome of a trial to attend to—something that is often not at all obvious. For
example, a dictionary user might be advised to pay attention to how long it takes
him to look up a word, given that this factor will be more important in everyday
use of the dictionary than it is while he is trying it out in an artificial situation.

18.2.7 Combinations of Choice Patterns

The six choice patterns are often used in combination, just as different recommenda-
tion techniques are often combined to create hybrid recommenders [9, 10]. Explicit
discussions of forms of combination are rather rare [39, Sect. 3.3.7]. Many studies,
however, indirectly yield ideas about forms of combination, as does everyday
experience. Most people, for example, can remember choice situations in which our
experience-based “gut feeling” conflicted with the result of a careful consequence-
based analysis, indicating that the two patterns had been applied in parallel and
perhaps largely independently of each other. Another common form of combination
is a “cascade” in which one pattern (e.g., a simple attribute-based strategy) is used
to generate a manageable number of options and then a different pattern is used to
choose among these options.

Recommender systems can in principle recommend particular (combinations of)
choice patterns as being suitable for a given choice situation; this idea is discussed
in Sect. 18.3.2 below.

18.2.8 What Constitutes a Good Choice?

If our goal is to help people make better choices, we should have some idea
of when people feel that they have chosen well. A number of researchers have
investigated this question (see, e.g., [4, 32, 96]). Although specific answers vary,
the following statements are widely accepted (for a more detailed discussion, see
[39, Sect. 3.6]):

1. Choosers want their decisions to yield good outcomes.
This point isn’t as straightforward as it may seem, because what counts as a
“good outcome” is in turn surprisingly complex. In this chapter, we will view
a good outcome as one that the chooser is (or would be) satisfied with in
retrospect, after having acquired the most relevant knowledge and experience.
The emphasis in the recommender systems field on maximizing the accuracy of
recommendations can be seen as an attempt to optimize the outcomes of choice
processes.
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2. Choosers don’t want to invest time and effort in the choice process itself that is
out of proportion to the resulting benefits.
Note that a recommender system whose use yields only barely acceptable
outcomes can still be considered worth using if it drastically reduces the time
and effort required to find an acceptable outcome.

3. Choosers tend to prefer to avoid unpleasant thoughts.
Some ways of thinking about a decision can involve distressing thoughts, as when
a car buyer considers whether to save money by not purchasing an optional safety
feature, noting that doing so will increase the likelihood that a member of her
family will be injured. One benefit of outsourcing parts of the decision process
to a recommender system (or to a human advisor) is that the chooser herself does
not need to think about such matters.

4. Choosers often want to be able to justify the decision that they have made to
other persons—or to themselves.
An implication is that one way of supporting choice is to make it easy for the user
to come up with a satisfying justification of whatever option is best for him, for
example, by supplying a justification explicitly, as is done by many recommender
systems that provide explanations for their recommendations (see Chap. 10 and
Sect. 18.4.2.)

In sum, all of the four main quality criteria for choices are fairly straightforwardly
served by recommender systems. This fact may help to explain their popularity
relative to some other forms of choice support that fare poorly with respect to one
or more of these criteria (e.g., decision support systems that call for effortful and
often frustrating contemplation of trade-offs, which violates two of the four criteria;
see [96]).

18.3 Choice Support Strategies and Recommendation

While discussing the six ASPECT choice patterns, we have focused on how their
application can be supported by the technology that is most characteristic of
recommender systems: technology for generating choices and evaluations on behalf
of the chooser. But there are several other general approaches to supporting choice,
all of which can sometimes be applied fruitfully within recommender systems. The
ARCADE model (introduced in [39, Sect. 4]), is a high-level synthesis of approaches
to choice support that have been discussed, studied, and applied both with and
without support from computing technology. The bottom part of Fig. 18.1 gives a
high-level overview of the six strategies.
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Fig. 18.1 High-level overview of the ARCADE model of choice support strategies, illustrating its
relationship to the ASPECT model of choice patterns (The technologies shown in the pillars of the
arcade are among those that can be deployed to realize the strategy in question.)

18.3.1 Evaluate on Behalf of the Chooser

The strategy that is typical of recommender systems is called within the ARCADE

model Evaluate on Behalf of the Chooser. As is indicated in the bottom part of
Fig. 18.1, the application of this strategy in interactive systems does not always
require recommendation technology; straightforward interface design is often ade-
quate, as when a generally relevant recommendation is offered to all choosers (e.g.,
“You are advised to close all open applications”).

18.3.2 Advise About Processing

The second ARCADE strategy that involves a form of recommendation is the strategy
Advise About Processing. The advice being given here concerns not particular
options on the domain level but rather ways of applying a particular choice pattern
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(or combination of patterns). A recommender system can give procedural advice
of this sort, in effect telling the user, for example, “In this case, it seems best for
you to consider mainly your own past experience and to ignore what you think
your friends would do”.8 For a recommender system to provide advice of this sort
in a personalized way would make sense in a situation where the chooser could
in principle apply any of two or more procedures and the recommender system is
able to predict that one is more suitable than the other for the current user and/or
situation. At this time, it is hard to find examples of this sort of recommendation
by recommender systems, though an early step has been taken by Knijnenburg
et al. [46].

18.3.3 Access Information and Experience

We now turn to the four ARCADE strategies that are not specifically connected with
recommendation technology, though they can all be applied within recommender
systems.

The most obvious way of helping people to choose is to provide relevant
information and give them a clearer idea of what sorts of experiences they have had
or are likely to have if they choose a particular option. Most recommender systems
apply this strategy, especially when they are presenting options for evaluation by the
chooser. Thinking back to the ASPECT choice patterns reminds us that the types of
information, media, and experience that can be provided are by no means restricted
to objective information about properties of the available options. For example, to
support the consequence-based pattern, a system can give a preview of what it will
feel like to watch a particular film; and to support the socially based pattern, it can
inform the user about social examples and expectations.

18.3.4 Represent the Choice Situation

This high-level strategy takes into account the fact that the particular way in which
information about a choice situation is organized (e.g., the way in which items are
displayed on a computer screen) can make particular types of processing easier
or more difficult. For example, it is easier to compare options with each other,
as opposed to evaluating each option individually, if the options are displayed
simultaneously and the information about them is organized so as to facilitate
comparison. Shifting from joint to separate evaluation or vice-versa can have major
consequences for processing (see, e.g., [36]).

8This type of advice is often given implicitly, in that the system provides support for one procedure
but not for others (e.g., by reminding the chooser of her past experience but providing no
information about what other people choose).
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Since a recommender system almost inevitably contributes to the way in which
the choice situation is represented to the chooser, recommender system designers
should think about the consequences of particular forms of organization for the
chooser’s processing. Some issues of this sort are discussed in Sect. 18.8.

18.3.5 Combine and Compute

Even aside from the recommendation algorithms that it applies, a recommender
system can make various types of computation on the basis of available information
whose results can support the chooser’s processing. Simple examples include
functionality for allowing the user to sort or filter recommended items according
to particular attributes. More sophisticated computation is involved, for example,
when a set of items is automatically divided into clusters according to inter-item
similarity so as to provide the user with a better overview of the set of options.
As these examples show, this type of choice support can complement the core
recommendation functionality of a recommender system.

18.3.6 Design the Domain

The basic idea with this strategy is to design the underlying reality that the chooser is
making choices about in a way that makes it easier for the chooser to make the right
choices—or for a recommender system to generate good recommendations. The
difference from the strategy Represent the Choice Situation is that you are crafting
the options and other aspects of the choice situation themselves, not just the way in
which they are presented to the chooser.

Suppose, for example, that you are designing a recommender system that helps
users to choose appropriate privacy settings within a particular social network site.
Using the strategy Represent the Choice Situation, you would try to display the
options to the user in a helpful way (e.g., grouping related options together). But if
the privacy settings are inherently hard to deal with (for example, if there are a large
number of settings that interact in complex ways), even the best representation may
confront users with a challenging choice problem, and even the best recommenda-
tion algorithm can have a hard time determining which combinations of settings
are likely to be best for the chooser. Applying the strategy Design the Domain,
you would reconceptualize the set of privacy options themselves—and maybe also
the underlying privacy management principles—so as to make the choice problem
inherently easier for the chooser and/or for the recommender system. This idea
of “designing for recommendability” is analogous to the idea of “designing for
explanation”, which was studied in connection with expert systems in the 1980s
(see Chap. 10). We are aware of no explicit attempts to achieve this goal, but it
appears to deserve some attention.
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18.3.7 Concluding Remark on Support Strategies

This overview has shown that (a) recommendation technology makes it possible for
recommender systems to support choice in ways that complement other technology-
based forms of support but that (b) what a recommender system designer is
designing is usually a hybrid system that incorporates other choice support strategies
alongside the most relevant strategy Evaluate on Behalf of the Chooser.

18.4 Arguments and Explanations

So far, we have discussed individual applications of the ARCADE strategies. But
a choice support agent will often present a coherent set of applications of such
strategies, which may be called an argument. Arguments have a special role for
recommender systems in that they often serve as part of an explanation of a
recommendation (Sect. 18.4.2).

18.4.1 Arguments

A simple verbal argument within the attribute-based pattern would be “This product
is the best one on the dimension which you consider most important [so it’s worth
considering seriously]”. As this example shows, it is not always necessary or
appropriate to formulate explicitly a conclusion that is implied by the argument.
In discussions and models of argumentation (e.g., [89]), an argument is normally
viewed as comprising purely verbal components; but with recommender systems, it
can also include nonverbal elements such as tables and visualizations.

Almost all of the ARCADE strategies can be used (often in combination)
to construct an argument for presentation to the chooser: Access Information
and Experience and Combine and Compute determine what facts are presented.
Represent the Choice Situation determines how they are presented. Arguments
usually implicitly apply Advise About Processing in that they suggest that the
particular type of processing embodied in the argument is appropriate for the current
choice problem. Evaluate on Behalf of the Chooser is applied whenever an argument
includes an evaluation made on behalf of the chooser (as happens twice in our
example of “. . . the best product on the most important dimension . . . ”).

Here are two points about arguments that are relevant to their use in a recommen-
dation context:

1. Even a good argument does not prove that a particular option should be chosen
but rather suggests reasons for choosing it, which may be overridden by other
considerations (e.g., through the application of other choice patterns).
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2. The chooser sometimes accepts some parts of an argument but not others. For
example if he notices an incorrect statement being offered as one step in an
argument, he can replace it with a correct statement and then try to work with
the modified argument, seeing whether it leads to the same conclusion or to a
different one.

18.4.2 Explanations of Recommendations

An argument can be presented as choice support independently of any recom-
mendation technology, but it can also be provided as part of an explanation of a
recommendation. The topic of explanations is treated thoroughly in Chap. 10, which
covers their use for both choice support and persuasion; Table 10.2 of that chapter
offers a convenient overview of examples of explanations, which the interested
reader may want to consult at this point. As a supplement to that chapter, we provide,
using concepts from the ASPECT and ARCADE models, a theoretical account of
explanations seen as a form of choice support.

As can be seen from Chap. 10, the things that are called explanations come in
a variety of forms, some of which do not involve actual explanations of how the
recommender system arrived at its recommendation. We will consider three types
that together represent most of the issues that arise:

18.4.2.1 Type 1: Direct Support for the Assessment of the Credibility
of the Recommender System

For example, several of the “explanations” tested by Herlocker et al. [34] present
only information that helps the chooser to assess the likelihood that the recommen-
dation is accurate (e.g., “MOVIELENS has predicted correctly for you 80 % of the
time in the past”). This type of information is comparable to information about the
expertise of a human advice giver (e.g., references to academic degrees or job titles).
So this type of explanation can be seen as support for the advice-taking subpattern
of the socially based choice pattern (Sect. 18.2.4).9

Where the goal of the recommender system is choice support, the goal in
providing this type of information should be to convey a realistic impression of
the system’s credibility (not to maximize apparent credibility).

9A thorough discussion of credibility in human and artificial advice giving can be found in
Chap. 20.
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18.4.2.2 Type 2: An Argument Coupled with a Fidelity Claim

Many explanations comprise two parts:

1. An argument (in the sense introduced above) that the chooser can consider when
thinking about the choice problem.
Example: “This movie stars your favorite actress, and it belongs to your favorite
genre.”

2. A fidelity claim to the effect that the argument reflects the system’s reasoning in
arriving at the recommendation.
Example: “That’s why this movie is being recommended.”
The fidelity claim is often implicit: The mere fact that the system accompanies a
recommendation with an argument is likely to suggest the fidelity claim.

As was noted above, the argument can constitute useful choice support in its own
right, regardless of whether it is offered as part of an explanation. But the fidelity
claim adds an additional layer to the explanation in that it enables the chooser also
to view the argument as (further) evidence concerning the recommender system’s
credibility (e.g., “If those are the only reasons why the system thinks I ought to
like this movie, I can ignore this recommendation”). Hence this type of explanation
supports the advice-taking subpattern of the socially based choice pattern as well as
whatever choice patterns are represented in the argument itself (e.g., the attribute-
based pattern in the example just given).

Accordingly, there are two different desiderata for this type of explanation:
(a) that the argument should be useful for the chooser, whether she accepts it
wholesale or makes selective, critical use of it; and (b) that the fidelity claim should
be accurate and should help the chooser to make a realistic credibility assessment. In
particular, if a fidelity claim is made even though the argument bears no relationship
to the system’s processing (a practice discussed in Sect. 10.3 of Chap. 10), any
credibility assessment that the chooser makes will be based on a false premise.
From the point of view of choice support, arguments that do not reflect the system’s
processing should be presented as arguments, not as explanations of the system’s
processing.

18.4.2.3 Type 3: An Explicit Description of the Recommender
System’s Processing

Often, an explanation consists of an explicit description of the system’s processing,
as with the “detailed process description” explanation of Herlocker et al. [34]: “To
compute this prediction, MOVIELENS examined 1000 users and selected the 50
users whose ratings correlated closest to yours. Of these users, 33 had rated this
movie. This prediction is based on those 33 ratings.”

This type of explanation differs from the previous type in that it describes
the system’s processing rather than presenting an argument for consideration by
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the chooser; and indeed, the processing done by the recommender system will often
be of a sort that could not be performed in the same way by a human chooser (e.g.,
because it requires data and computational capacity that are not available to the
chooser). Still, it can suggest to the chooser a human-like argument (e.g., “people
with tastes similar to mine apparently tend to like this movie”) that he can make
use of as part of his own thinking about the problem. And he can try to evaluate the
credibility of the processing (e.g., “Is 1000 users a convincingly large number?”),
subject to the limitations imposed by his lack of full understanding of how the
processing works.

Hence this type of explanation has the same two-edged character as the previous
type, and it should be designed with the same two basic desiderata in mind, even
though they can be achieved only less directly: that a helpful argument should be
suggested and that a realistic credibility assessment should be supported.

18.5 “Preferences” and Ratings

The picture of a chooser that has been presented in this chapter is that of a person
who makes choices by applying one or more of the ASPECT choice patterns, a pro-
cess that can be supported through application of one or more of the ARCADE choice
support strategies, which can in turn involve the use of recommendation technology.
A rather different conception, which is often expressed (mostly implicitly) in the
recommender systems field and in economics and other areas (see, e.g., [33]), is that
of a chooser who has preferences which determine what she chooses. According to
this conception, the goal of a recommender system is to acquire information about
the chooser’s preferences so as to be able to create a preference model that can be
used to predict what the chooser will like. To understand the relationship between
these two conceptions, we need to understand what the term preferences refers to.

18.5.1 What Are “Preferences”?

The term preferences is used in a variety of senses in the recommender systems field
to refer to something like the things in the chooser’s head that determine how he will
evaluate particular things and what choices he will make. As a way of teasing apart
some of the senses that the term can have, consider a chooser who is answering the
questions shown in Table 18.2.

Question 1, about a specific, relative preference, is fairly straightforward: The
chooser is in effect being asked which of the two dictionaries she would choose
in the current situation if there were no other dictionaries available. In economics,
it is often assumed that exactly these “stated preferences” are what best expresses
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Table 18.2 Illustration of four different senses of the term preferences

peoples likes and dislikes, and conjoint measurement methods [12] are used to build
a general preference model from such specific choices.10

Question 2 differs from Question 1 in that it requires the chooser to express some
sort of assessment of a dictionary independently of other dictionaries. Note that a
chooser who answers Question 1 may or may not in any sense have made a separate
evaluation of each of the dictionaries (See Sect. 18.3.3). For example, when applying
the attribute-based pattern, the chooser may simply choose one dictionary because it
seems better than the other one on the most important attribute. In this case, forcing
the chooser to answer Question 2 would be to force him to produce assessments
that he does not consider necessary for making his choice. Nevertheless, many
recommender systems use such absolute specific preference statements, elicited as
ratings, as input for creating a model to predict a chooser’s choices and evaluations
(see Sect. 18.5.2 below).

As is illustrated in the bottom row of Table 18.2, the term preferences is also
often used to refer to (relative or absolute) evaluations that apply to categories or
attributes of options, as opposed to specific options. Models in the recommender

10In the recommender systems field, relatively few attempts have been made to measure and model
preferences in such a relative way, for example by using interfaces in which users rank a set of
items; but see, for instance, the work of Boutilier and colleagues (e.g., [54]).
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systems field, but also in fields such as economics and philosophy, often assume
that people’s specific preferences can be predicted and explained in terms of general
preferences, though the latter can be conceptualized in many different ways. The
relationship between general and specific preferences is complex, but the following
points are relevant to our current discussion:

• The six ASPECT choice patterns cannot be reduced to straightforward processes
of deriving specific preferences from general preferences (see Table 18.1 for a
reminder of the typical steps of the patterns).

• Even when it is possible to induce a person to express a general preference by
asking a question like those in the bottom row of Table 18.2, it cannot be assumed
that the response corresponds to any previously existing predisposition that the
person has (see, e.g., [26]).

Taken together, these points imply that we can avoid confusion by using the term
preferences, if at all, only when referring to specific relative preferences. When
we need a term to refer to the general predispositions that people have regarding
a particular choice domain—for example, when we want to distinguish whether
these predispositions change over time on the basis of experience (as in Sect. 18.7
below)—we can use the term evaluation criteria, which avoids most of the problems
with the term preferences—as long as we remember that evaluation criteria can take
very different forms depending on which choice pattern (or combination of choice
patterns) is being applied.

Instead of saying that a recommender system models a chooser’s preferences,
we should say that it creates and uses a preference model, which we can define
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Table 18.3 Types of association that can be evoked in a rater by an item I that is presented for
rating, organized in terms of the corresponding ASPECT choice patterns

Choice pattern Corresponding type(s) of association

Attribute-based Levels of I on important attributes

Consequence-based Consequences of dealing with I

Experience-based Affective responses to, and stored evaluations of, I and/or similar options

Socially based Social examples, advice, and perceived expectations relevant to I

Policy-based Implications of policies relevant to I

An item I presented to a rater R will evoke various evaluation-relevant memories,
beliefs, experiences, and affective responses (loosely called here associations for
short), and the rating that R gives will be a summary of the overall positivity of
these associations. As is shown in Table 18.3, these associations can be of different
types, which can be organized according to the ASPECT choice patterns. As with the
task of choosing, R will probably not be able to contemplate all possible relevant
associations of these types; he may restrict himself to one or two of the ASPECT

patterns and think selectively within each pattern (e.g., with a dictionary, thinking
only of a relevant previous experience and a salient social example or two). Hence he
can be seen as drawing a sample from the large set of possibly relevant associations.
To express his rating on whatever scale is offered to him, he will choose the
predefined scale value that seems best to summarize his sample; note that there
is no obviously appropriate procedure for arriving at this summary, especially when
different ASPECT patterns are being applied at the same time and the associations
are diverse and maybe even contradictory (see, e.g., [18]).

A type of association that is of special importance is the stored evaluation that
may be available if the rater has evaluated I in the past: Just as a person will often
simply repeat previous choices, when rating an item I she will often just try to
reproduce an evaluation of I that she has expressed in the past (see the entry for
the experience-based pattern in Table 18.3). But even when R did evaluate I in the
past, R may not actually retrieve a stored evaluation but rather infer (on the basis of
associations that come to mind now) what her previous evaluation is likely to have
been.

18.5.2.2 Implications for the Practice of Rating Elicitation

This picture of the activity of rating yields some implications concerning the ways
in which it makes sense to elicit ratings:

1. It is not in general helpful to view a rating as reflecting a single, well-
defined variable such as a degree of “liking” or “preference” that has a true
value that is simply masked by “noise” that arises during the rating process
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(e.g., because of the rater’s inconsistent use of the rating scale).11 Instead, the
various samples of associations that a rater may summarize at different times
can be viewed as the reflections of different perspectives on the item which arise
under different conditions. As an analogy, note that a building (e.g., the White
House) can look quite different when photographed from different angles; no
single photograph, no matter how carefully taken, reflects or even approximates
the “true appearance” of the building.

2. Which particular perspective the rater takes can depend on various factors, such
as the following:

• What specific question is asked (e.g., “How have you enjoyed your experience
with the product so far?” vs. “How do you expect to enjoy the product from
now on?”) or how R interprets an unspecific question (e.g., “How do you rate
the product?”).

• Other aspects of the way in which the rating is elicited, such as the rating
questions that were asked previously [77] and reference points that are
provided [1, 19, 65].

• Other contextual factors that tend to increase attention to particular associa-
tions, such as the rater’s current mood or recent experiences.

• The temporal relationship between the rating event and the experience of the
item. For example, Bollen et al. [6] showed that as the time between viewing a
movie and rating it increases, movie ratings seem to regress toward the middle
of the scale.

3. Although there is in general no single “true” perspective, some perspectives will
in general be more relevant than others in view of the goal of the recommender
system. For example, if the system’s goal is to predict which meal a user is likely
to be satisfied with immediately after eating it, then ratings of other meals that
have been elicited immediately after consumption will be more relevant than
ratings elicited the next day; and vice versa. Hence a way to go about structuring
the rating situation is as follows:

1. Imagine a user who has chosen and dealt with a recommended item I, and
consider from what perspective you would like him to rate I in order to give
you maximal information about whether the recommendation was successful.

2. Try to create a rating situation now that is as similar as possible to that post
hoc rating situation.

11See [2, 77] and [35] for discussions of rating noise.
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18.6 Combating Choice Overload

As was noted in Sect. 18.2.1, one frequent function of recommender systems is to
help the chooser to winnow a large option space down to a manageable consideration
set. Recommender systems are especially well suited to this task, since they have
more computational power than humans for dealing with very large item sets and
can therefore mitigate the frequently discussed problem of choice overload. It is
worthwhile to understand this problem so as to be able to think more precisely about
how a recommender system can aim to mitigate it.

In the psychological literature, it is often argued that larger assortments offer
important advantages for consumers (see, e.g., [15, 78]), as they make it more likely
that the consumer will find a highly satisfactory option. Unfortunately, these benefits
seem to occur mainly for choosers who have relatively stable and precise evaluation
criteria [15] that enable them to identify especially suitable options quickly.

Choosers without such evaluation criteria—for example, consumers who are
unfamiliar with the domain in question—can experience choice overload with a
larger item set12: They may invest an inordinate amount of time in choosing,
experience frustration, find it hard to justify any particular choice, and ultimately
decide not to make a choice at all.

The most straightforward way for a recommender system to help is by applying
the ARCADE strategy Evaluate on Behalf of the Chooser to take over from the
chooser the subtask of winnowing a large set of options down to a consideration set
which is so small that choice overload cannot arise. Even if this consideration set
omits some of the options that the chooser would value highly, this drawback may
be outweighed by the benefits of avoiding choice overload. For example, Bollen
et al. [7] found that people were just as satisfied with choosing from a set of
5 recommendations as from a set of 20 recommendations, because the increased
attractiveness and variety of the larger item set was counteracted by the increased
choice difficulty.

If the recommender system designer for some reason does not want to have
the system provide such a small consideration set, how can choice overload be
combated? Possible remedies in this case are suggested by some of the specific
factors that have been identified as contributing to choice overload (e.g., in the meta-
analysis of 50 studies of Scheibehenne et al. [78]), which include the similarity and
density of the items in the option set [22], the extent to which the option set is
categorized [63], and individual characteristics such as a chooser’s expertise and
her tendency to maximize (i.e., look for the best possible option) or satisfice (i.e,
be satisfied with an adequate option; see [80]). In contrast to the nonpersonalized
option sets typically used in these studies, recommender systems can control many
of these factors, applying one or more of the ARCADE strategies. For example,

12The most widely recounted—and most often overinterpreted—example of choice overload is the
“jam study” of Iyengar and Lepper [38].
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to combat the problem of high density, the recommender system can ensure a
certain amount of diversity in the consideration set ([94] and Chap. 26). Or applying
the strategy Represent the Choice Situation, the recommender system can arrange
the consideration set in such a way that the options are clearly categorized and
structured (e.g., divided into groups according to important attributes, possibly in
a personalized way). Following the example of Schwartz [79, p. 231], the recom-
mender system could apply the strategy Advise About Processing, recommending
that choosers should adopt the standards of a satisficer rather than a maximizer.13

In sum, the problem of choice overload constitutes one of the justifications for
the existence of recommender systems; but combating the problem effectively can
require a variety of tactics based on a good understanding of the problem.

18.7 Supporting Trial and Error

It is sometimes useful to view a recommender system as supporting the trial-
and-error-based choice pattern (Sect. 18.2.6). Examples of such situations are the
following:

• In critique-based recommendation (see, e.g., the survey by McGinty and Reilly
[62] and the further references below), the system presents one or more options,
the chooser gives some sort of feedback on them, the system presents one or
more further options, and so on until the chooser has found a satisfactory option.

• In systems that are explicitly designed to support exploration of unfamiliar
options (e.g., some music recommender systems; see, e.g., [13]), the recommen-
dations are most naturally seen as a way of encouraging the chooser to try out
something new, even if the probability is not particularly high that the chooser
will actually like it (see Chap. 26 for comments on the goal of helping users to
discover new interests).

As was mentioned in Sect. 18.2.6, “trying out” an option may involve simply
acquiring some more information about it than that chooser had initially (as is
typical of critique-based recommender systems), but it can also involve fully
experiencing the option (as is more typical of the second case).

The question of how a recommender system can support trial and error is con-
ceptually tricky, because the relevant situations can differ along two dimensions:

1. Whether the chooser’s evaluation criteria (in the sense defined in Sect. 18.5.1)
are stable or evolving:

• Stable evaluation criteria: The chooser’s evaluation criteria cannot be
expected to change significantly on the basis of the trials and their results.

13This sort of advice might be given selectively only to choosers who had been identified as likely
maximizers with the help of one of the relevant testing scales [64, 80].



636 A. Jameson et al.

• Evolving evaluation criteria: The chooser’s evaluations and choices can be
expected to change systematically over time as the chooser gains more
experience with the choice domain.
For example, the chooser may become aware of important attributes and
consequences that he was not previously aware of; he may acquire experience
with particular options that influence his future experienced-based choices;
or he may arrive at a new policy for making this type of choice. More
fundamentally, his tastes and abilities may change.

2. Whether the recommender system attempts to improve its preference model (as
defined in Sect. 18.5.1)

• No improvement of preference model: The recommender system does not aim
to improve its preference model by learning from the results of the chooser’s
observed responses to the results of her trials.

• Improvement of preference model: The recommender system does aim to
improve its preference model in this way.

18.7.1 Trial and Error with Stable Evaluation Criteria

When the chooser’s evaluation criteria are stable, trial and error makes sense
when the way in which the options are presented does not make it possible
straightforwardly to identify a suitable option without acquiring further experience
or information about one or more options. As was mentioned in Sect. 18.2.6, one
main challenge facing the chooser concerns the choice of an (implicit or explicit)
exploration strategy, which determines at each point which option(s) should be tried
out next. Possible desiderata of an exploration strategy include (a) a tendency to lead
the chooser to a satisfactory solution quickly and with little effort; (b) a tendency to
yield a highly satisfactory outcome; and (c) a positive experience during the process
of trial and error itself (see the discussion in Sect. 18.2.8 of the desiderata of choice
processes in general). Since it is unlikely to be obvious which of these desiderata
are most important to a given chooser, the question of how to recommend or support
an exploration strategy is a challenging one for recommender system researchers.

In connection with systems that are not necessarily trying to improve their
preference model, some research has looked at ways of helping choosers to arrive
quickly at a satisfactory option. One general strategy applied by many critique-based
systems (see, e.g., [21, 71]) is to provide a number of examples at once for the
chooser to consider, so as to increase the likelihood that at least one of the presented
options is found to represent a step in a good direction. A different approach that is
completely infeasible for unaided choosers was introduced by McCarthy et al. [61]
(and extended by Mandl and Felfernig [56]): Their critique-based recommender
system compares the current chooser’s critiquing history with the histories of
previous choosers to identify previous choosers with similar histories; then it tries
to recommend an item that has tended ultimately to be chosen by those previous
choosers.
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In the case where improvement of the preference model is desired, an additional
goal is to have the chooser try out options that will yield informative feedback from
the chooser, which is a form of active learning on the part of the recommender
system (see Chap. 24). One of the earliest recommender systems that explicitly
attempted to achieve this goal was the AUTOMATED TRAVEL ASSISTANT of
Linden et al. [52], which sometimes proposed flights mainly because they seemed
likely to elicit informative reactions from the chooser. An example of a more
recent effort in the context of conversational recommender systems is the method
presented by Viappiani and Boutilier [90], which tends to generate a diverse set
of recommendations that is likely to contain suitable items for a wide range of
evaluation criteria.

18.7.2 Trial and Error with Evolving Evaluation Criteria

When the chooser’s evaluation criteria are evolving, there is an additional desider-
atum of an exploration strategy: that it should tend to yield information and
experience that will cause the chooser’s evaluation criteria to evolve in a desirable
way. One complication is that there are various types of evolution of evaluation
criteria that may be “desirable” from the chooser’s point of view. For example, he
may want to acquire new tastes, or he may aim to learn more reliable criteria for
choosing options that he will find satisfactory according to his current tastes.

One general approach is to ensure that the chooser is repeatedly confronted with
a broad variety of options, so that no a priori limits are placed on the evolution of
her evaluation criteria. Hence this scenario provides yet another reason to consider
diversity of recommendations as a desirable quality of recommendation lists (see
Chap. 26).

A more specific strategy, introduced in the context of a critiquing system by
McCarthy et al. [60] (see also Pu and Chen [72, pp. 96–98]), is to present pairs
of recommendations each of which clearly illustrates a trade-off between two
dimensions (e.g., the price and resolution of a digital camera); the chooser can then
contemplate these examples to get a better idea of how he wants to handle such
trade-offs.

18.8 Dealing with Potentially Distorting Influences
on Choice Processes

Even when a recommender system reduces an initially large item set to a much
more manageable consideration set, it usually does leave it to the chooser to make
the final selection from this set (see Sect. 18.2.1). Research has shown repeatedly
that the processing in this phase can depend on specific relationships among the
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options that are presented and on the exact way in which they are presented—often
in ways that people are not aware of and would not acknowledge as being relevant.

For basic research on human choice, these effects are of interest in that they
generate criteria for choosing among competing theories of unobservable choice
processes (see, e.g., [76] and [5]). For those who work on recommender systems,
these effects have practical significance in that they warn the system designer of
unobvious drawbacks and benefits of particular ways of presenting options [57].
That is, a recommender system designer can apply the ARCADE strategy Represent
the Choice Situation taking these effects into account when determining how options
will be presented.

18.8.1 Context Effects

As an example of the class of context effects, we will first consider one that has
especially clear practical implications for recommender systems: the decoy effect
(or asymmetric dominance effect; see, e.g., [37]). Consider, for example, the choice
alternatives shown in Table 18.4, which presents important attributes of monthly
subscription plans to a mobile internet provider. If only the options A and B were
available, some customers would choose A because of its higher download limit,
while others would choose B because of its lower price. But suppose now that the
third option D is introduced: This option is dominated by A: It is inferior with regard
to both price and download limit. D is not, however, dominated by B. Hence the
introduction of D introduces an asymmetry between A and B that is favorable to
A: In essence, A looks good because it dominates something, whereas B doesn’t
dominate anything. In a situation where the chooser lacks predetermined, precise
evaluation criteria and a predetermined choice strategy, this sort of consideration
can be enough to influence the choice of some consumers. And indeed, empirical
results (see, e.g., [37]) show that A will tend to be chosen more often once D has
been introduced.

Marketers can and do introduce decoys in this way as a subtle way of promoting
particular products. For the recommender system designer who is interested in
supporting choice rather than influencing it in a particular direction, decoys are more
naturally viewed as a sort of noise that ought to be avoided where it is feasible to do
so. For example, a recommender system might, before presenting a set of options for

Table 18.4 Example illustrating the decoy effect
(The options being compared are monthly subscrip-
tions to a mobile internet provider.)

Item A B D

Price per month 30 euros 20 euros 35 euros

Download limit 10 GB 6 GB 9 GB
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consideration, check whether any option is dominated by any other option according
to evaluation criteria of the sort that users are likely to have; and if so leave it out of
the consideration set.

An analysis of decoy effects in financial service recommendation is presented
by Teppan et al. [86], where decoy effects are documented in the context of real-
world financial services. In a study of users’ choice behavior when interacting
with e-tourism recommenders, Teppan and Felfernig [84] showed that decoy effects
are positively correlated with the chooser’s decision confidence. Further potential
impacts of decoy effects are the increased selection share of a target product and
willingness to buy ([41, Sect. 10.2], [57]). An approach to minimizing decoy effects
in attribute-based decision making is presented in [85]. Felfernig et al. [25] present a
model that supports the identification of suitable decoy products by a recommender
system that uses decoys for persuasive purposes.

Another type of context effect that has a similar sort of relevance to recommender
systems design is the compromise effect: In situations such as the one considered in
our examples so far, an option tends to be viewed relatively favorably if it can be
seen as a compromise between two other options that are available at the same time.
For example, in Table 18.5 the likelihood of choosing A over B is increased if D is
added to the choice set. This effect tends to be stronger if the chooser expects to
have to justify her decision to other persons [82], which is understandable in that
the fact that a given option represents a compromise can be used as a justification
(see Sect. 18.2.8).

Further discussion of context effects and their implications for recommender
systems is provided in [41, Sect. 10.2].

18.8.2 Order Effects

Another relevant aspect of a representation of a choice situation is the order in which
options—or types of information about options—are presented to the chooser. The
order can have an effect for various different reasons:

1. There is often a general assumption on the part of the chooser that the most
relevant and important information will be presented first: In particular, lists of
recommendations and search results are typically ordered in this way.

2. Partly as a consequence of the first point, a chooser will often process options
and other information in the order in which he encounters them. The order of
processing might not be so important if the chooser exhaustively considered
all available options and information. But in general a chooser will process

Table 18.5 Example
illustrating the compromise
effect

Item A B D

Price per month 30 euros 20 euros 55 euros

Download limit 10 GB 6 GB 16 GB
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information selectively, and it is easiest for him to do so in the order in which he
encounters it. For example, a processing strategy that has been studied especially
in connection with attribute-based and trial-and-error-based choice is satisficing:
The chooser considers options one at a time until he has found one that seems
satisfactory; at that point, he stops, even if he is aware that a better option might
be found with additional effort (see, e.g., Payne et al. [66, Chap. 2]).

3. In cases where the chooser needs to store information in memory—for either a
short time or a longer time—the primacy and recency effects that are found with
both short- and long-term memory become relevant (see, e.g., [50, Chap. 8]).
Hence presenting important information in the middle of a sequence makes it
less likely to be remembered (see [24] for an examination of this phenomenon in
a recommender system context).

18.8.3 Framing Effects

The importance of how a choice situation is represented has also been underscored
by research on framing effects. Levin et al. [48] introduced an influential distinction
between three categories of framing effect, which apply to different aspects of
information presentation and which are associated with different explanations in
terms of cognitive processes:

Attribute framing, which is most directly relevant to the attribute-based choice
pattern, concerns the fact that an option’s level of a particular attribute can often be
described in either positive or negative terms; even if the information conveyed is
exactly the same, the positive formulation tends to evoke a more positive evaluation
of the option with respect to that attribute. To mention the best-known example: Beef
described as being “75 % lean” was evaluated more positively than beef described
as being “25 % fat” [47]. Analogous effects can be found within the consequence-
based pattern. For example, a financial service with a 95 % probability of yielding
a gain will typically be evaluated better than a service with a 5 % probability of
yielding a loss.

Where the goal is to have a recommender system present options with minimal
bias, one simple design strategy is to use the same type of framing (positive or
negative) for all options that are being presented.

Analogous strategies can be applied to the other two types of framing dis-
tinguished by Levin et al. [48]: risky choice framing and goal framing. These
types are relevant to the consequence-based pattern; they concern the effect of the
way in which the anticipated consequences of performing particular actions are
characterized in terms of gains or losses.
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18.8.4 Priming Effects

A priming effect is found when exposure to some stimulus, called a prime, increases
the accessibility of information already existing in memory [55]; this change in
information accessibility in turn influences the way in which a person responds to
a stimulus or task. Priming effects have been found in various areas of psychology;
examples of practical relevance for recommender systems include the following:

1. In a widely cited study, Mandel and Johnson [55] showed that different web
page backgrounds (e.g., clouds vs. coins) in an online store influenced the
chooser’s choices regarding the products offered for sale—even when the chooser
had considerable experience in the product domain in question. Evidently, for
example, the exposure to coins primed the choosers to attach more weight to the
“price” attribute—though only about 14 % of participants acknowledged after the
study that their choices might have been influenced by the web page background.

2. In a study by Haeubl and Murray [31], participants were first asked questions
about different attributes of tents (e.g., durability, weight) and then asked to
choose a tent from a given set. Participants tended (implicitly) to assign more
weight to the attributes that they had been asked about.

The implications of results like these for recommender system designers who
aim to support choice are less obvious than the implications for marketers. As with
the other effects considered so far in this section, one strategy is to try to avoid the
presentation of primes that introduce systematic distortion. A more active strategy is
to deploy primes in a way that appears to be consistent with what the system knows
about the chooser’s evaluation criteria. For example, if the system has somehow
determined that the chooser attaches high value to safety as an attribute of cars, the
recommender can not only recommend safe cars and provide information about their
safety but also adaptively use primes to increase the chooser’s attention to safety. In
fact, the system is likely to provide such primes even without any conscious effort by
the designer to do so: The mere fact that information about safety is being presented
can serve as a prime for the attribute of safety even if the chooser does not pay
attention to the details of the information provided.

18.8.5 Defaults

Yet another surprisingly influential factor is whether a particular option constitutes
the default option for the choice in question—that is, the option that will be executed
if the chooser does nothing. There are various ways in which an option can constitute
the default, and there are various reasons why choosers can be inclined to choose
the default option:

1. Sometimes, the chooser is not even aware that there is a choice that she could
make, as in the case of a configuration setting for a complex application that can
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be changed only in a screen that the user is not aware of. In this case, the user
does not choose the default option, but it in effect gets chosen anyway.

2. In other cases, the chooser sees that he has a choice and that one option is
designated as the default. Here, there can be two possible reasons for being
inclined to choose the default option:

• The chooser may assume that this option is one that is in some sense
recommended. This assumption is often—though not always—reasonable in
view of efforts made by the system’s designers to ensure that the default option
is at least acceptable whenever it is chosen—efforts that these designers in turn
often make because they know that the default is likely to be chosen.

• It may simply be physically and/or mentally easier for the user to choose the
default option (e.g., because no mouse clicks or text input are required; see,
e.g., [58]).

The important role of the default option represents an opportunity for designers
of recommender systems: One function of a recommender system can be to
determine automatically which option ought to be the default for a given user in
a given situation (see, e.g., [57, 88]); defaults determined in this way are sometimes
called dynamic defaults.

Whether the default is determined dynamically or not, recommender systems
designers should take into account, when designing for a particular choice situation,
which option (if any) will serve as the default and which factors might cause users
to be inclined to choose it. The designer can then determine whether these effects
are consistent with the overall intent and strategy of the recommender system. In
particular, if the overall intent is to keep the chooser tightly in the loop and have her
explicitly approve the choice that is finally made, the designer may want to minimize
the use of defaults; conversely, defaults can be a useful tool for reducing the need
for the chooser to remain involved in the choice process.

18.9 Recapitulation and Concluding Remarks

The field of recommender systems has been exciting and successful. But what will
recommender systems people be doing 20 years from now? The possibilities for
improving algorithms technically may be unlimited; but if the algorithms continue
to be applied to the same problems, there is a limit to what can be achieved. We
therefore also need new ideas about how recommendation technology can be put to
good use.

We hope to have shown in this chapter that such ideas can come from an
unexpected source: the psychology of choice and choice support. By looking
systematically at the diverse ways in which people make everyday choices, we
identified a number of novel ways in which recommender systems can sup-
port these processes; and imaginative readers will be able to think of many
more. While systematically viewing recommendation as essentially one of six
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high-level strategies for choice support, we saw new ways in which recommendation
technology can be combined with applications of other choice support strategies. In
the rest of the chapter, we showed that a number of familiar concepts and topics
in the recommender systems field—explaining recommendations, eliciting “prefer-
ences”, preventing information overload, supporting exploration, and appropriately
presenting small numbers of recommended options—look quite different, and even
more interesting, when viewed through the prism of an understanding of choice and
choice support.

We therefore hope that this chapter will be found stimulating not only by readers
interested in the psychology of choice but even more by those who are looking for
new and powerful ways to apply recommendation technology.
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